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Preface

Purpose of this Document

This document contains information about Hierarchical Storage Management for OpenVMS™
(HSM) and Media and Device Management Services (MDMYS) software. Use this document to
define, configure, operate, and maintain your HSM and MDMS environment. Installation infor-
mation is found in a separate I nstallation and Configuration Guide listed in the related docu-
ments table. Command information for both HSM and MDMS is found in the HSM Command
Reference Guide also listed in the related documents table.

Audience

The audience for this document includes people who apply HSM for OpenVMS™ (HSM) to
solve storage management problemsin their organization. The users of this document should
have some knowledge of the following:

¢ OpenVMS™ system management

« DCL commands and utilities

Document Structure

This document is organized in the following manner and includes the following information:
Chapter 1 Provides a high level introduction to HSM and some key concepts.
Chapter 2 Expands the key concepts of HSM and goes into more detail.

Chapter 3 Contains task-oriented information for customizing HSM on your
cluster.

Chapter 4 Contains task-oriented information for typical users of the HSM
environment.

Chapter 5 Contains task-oriented information for managing and maintaining the HSM
environment.

Chapter 6 Contains information about operator activities in the HSM
environment.

Chapter 7 Contains information about troubleshooting HSM problems.

xiii



Chapter 8 Provides an introduction to Media and Device Management Services

(MDMS).

Chapter 9 Containsinformation on how to use MDM S menu interfaces.

Chapter 10  Containsinformation on the MDMS Client-Server process.

Chapter 11  Containsinformation on connecting and managing remote devices.

Chapter 12 Containsinformation on MDM S Services.
Chapter 13~ Containsinformation on MDMS Tasks.

Appendix A Lists HSM-specific status messages and error messages.

Appendix B Lists MDM S-specific status messages and error messages.

Appendix C  Explains the procedure for converting SLSYMDMS V2.X to MDMS V3.0A.

Appendix D Gives a Sample Configuration of MDMS.

Appendix E  Explains the procedure for converting SLSMDMS V2.X to MDMS V3.0A.

Appendix F  Gives a Sample Configuration of MDMS.

Appendix G Describes the differences between MDMS Version 2.9 and MDMS Version 3

Glossary Includes a glossary of terms specific to SMS and HSM.

Related Documents

Xiv

The following documents are related to this documentation set or are mentioned in this manual.

The lower case x in the part number indicates a variable revision letter.

Document Order No.

HSM for OpenVMS™ |nstallation and Configuration Guide AA-QUJIX-TE
HSM for OpenVMS™ Guide to Operations AA-PWQ3x-TE
HSM for OpenVMS™ Command Reference Guide AA-RBEXX-TE
HSM for OpenVMS™ Software Product Description AE-PWNTX-TE
HSM Hard Copy Documentation Kit (Consists of the above HSM docu- QA-ONXAA-GZ
ments and a cover letter)

OpenVMS™ System Management Utilities Reference Manual: A-L AA-PV5Px-TK
OpenVMS™ DCL Dictionary: A-M AA-PV5Kx-TK
OpenVMS™ DCL Dictionary: N-Z AA-PV5LX-TK
OpenVMS ™License Management Utility Manual AA-PVXUx-TK
OpenvVMS™ User’s Manual AA-PV5X-TK




Related Products

The following related products are mentioned in this documentation.

Product

Description

HSM
MDMS

SMF
SLS

HSM refers to Hierarchical Storage Management for OpenVMS™ software.

MDM S refers to Media and Device Management Services for OpenVMS™ soft-
ware.

SMF refersto Sequential Media File System for OpenVMS™ software.
SLSrefersto Storage Library System for OpenVMS™ software.

Conventions

The following conventions are used in this document.

Convention

Description

{

[]

boldface

italic

Starting test . . .

Ctrl/x

PF1 x

In format command descriptions, braces indicate required elements.
You must include one of the elements.

Brackets show optional elementsin a command syntax. You can omit
these elements if you wish to use the default response.

Horizontal ellipsis pointsindicate the omission of information from a
sentence or paragraph that is not important to the topic being dis-
cussed.

Vertical ellipsis points indicate the omission of information from an
example or command format. The information has been omitted
because it is not important to the topic being discussed.

Boldface type in text indicates the first type instance of terms defined
in the Glossary or in text.

Italic type emphasizes important information, type indicates variabl es,
indicates complete titles of manuals, and indicates parameters for sys-
tem information.

This type font denotes system response, user input, and examples.

Hold down the key labeled Ctrl (Control) and the specified key simul-
taneously (such as Ctrl/z).

The key sequence PF1 x indicates that you press and rel ease the PF1
key, and then you press and rel ease another key (indicated here by x).

A lowercase italic n indicates the generic use of a number. For exam-
ple, 19nn indicates a four-digit number in which the last two digits are
unknown.
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Convention Description

X A lowercase italix indicates the generic use of a letter. For example,
xxx indicates any combination of three alphabetic characters.

OpenVMSM™ This term refers to the OpenVMS™ Alpha operating system.

Alpha

OpenVMS™ VAX  Thisterm refersto the OpenVMS™ VAX operating system.

Determining and Reporting Problems

XVi

If you encounter a problem while using HSM, report it to Compag™ through your usual support
channels. Review the Software Product Description (SPD) and Warranty Addendum for an
explanation of warranty. If you encounter a problem during the warranty period, report the prob-
lem as indicated previously or follow alternate instructions provided by Compaq for reporting
SPD nonconformance problems.



1

Introduction to HSM

This chapter provides an introduction to the general concepts of storage management in the
OpenVMS™ environment and defines the role of Compag’s Hierarchical Storage Management
(HSM) for OpenVMS™ software. Henceforth in this book, the term HSM is used as areplace-

ment for Hierarchical Storage Management.

1.1 Storage Management in the OpenVMS Environment

Storage management is the means by which you control the devices on which the frequently
accessed (active) data on your system is kept. To be useful, active data must be available for use
and remain unchanged (persistent) in the event of unexpected events, such as disasters.

1.1.1 Data Categories
Typically, data exists in one of three categories:
* Active-Data that you access frequently. You want virtually immediate access to this data.
« Dormant-Data that you access less frequently and are willing to wait a short time to access.

« Inactive-Data that you do not expect to access again but must keep. Generally, this type of
data is kept in an archive for legal or business purposes.

On most systems, 80 percent of the I/O requests access only 20 percent of stored data. The
remaining 80 percent of your data occupies expensive media (magnetic disks), but is used infre-
quently.

1.1.2 Device Capacity, Cost, and Performance

There are many different devices on which your data can be stored, and the selection of which
device best meets your storage needs depends on three factors:

« Performance
e Capacity
e Cost

The relationship among these three factors is illustrated in Figure 1-1. In general, high-perfor-
mance devices have a lower capacity and higher cost than high-capacity devices. High-capacity
devices trade performance for the ability to store large amounts of data.
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Figure 1-1
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1.1.3 Storage Management Planning

Your storage management plan should allow you to cost effectively place your data on those
devices best suited to meet your cost and access requirements. This plan should include placing
your active data on the most responsive devices in your system, placing your dormant data on
less responsive devices, and placing your inactive data on the highest capacity devices. File
activity and associated data storage are summarized in Table 1-1.

Table 1-1 File Activity and Data Storage

File Activity Storage Type HSM Storage Classification
Active Online Primary

Datathat is frequently Immediately available space that Online storage managed through the
accessed and needs the the system usesto storethe active  OpenVMS™ file system. HSM
fastest response time data. Thisisusually mounted moves these files to shelf storage

magnetic disk space, but thisdata  when they have not been accessed

type could include other kinds of for a predetermined time or when

fast-access devices. the storage device's remaining
capacity exceeds a predefined
threshold. These criteria are termed

policy.
Dormant Nearline Shelf
Data that is accessed Storage space that requires someAny storage device, including mag-
less frequently and for intervention to be made available netic disk, that holds dormant data
which response time is  to the system, including access byfiles.
less important. robotic library devices. Access is Data in shelf storage is termed
fairly fast, but takes longer than shelved. When shelved files are
from an online device. accessed through the OpenVMS™

file system, HSM moves he shelved
files back to primary storage.

Inactive Offline

Data that is not expected Access to this data requires

to be accessed frequently human intervention for operations

but must be kept for such as mounting tape media.

archival or legal purposes. Because the operator response is
the significant factor, the access
time is unpredictable.
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1.2 Storage Management with HSM

HSM software is an extension of the OpenVMS™ file system that allows you to manage your
dormant data efficiently. It moves your dormant data from primary storage (where your active
datais usually kept) to shelf storage. Thisfrees the space in primary storage for use, while the
dormant data remains available on lower cost media. The movement of your dormant data to
shelf storageis called shelving.

To meet your storage management requirements, HSM:
e Operates as an integrated part of OpenV'MS
« Maintains accessibility and reliability of files in shelf storage and primary storage

e Supports user-initiated and system-initiated data movement between primary storage and
shelf storage

* Provides caching to temporarily keep data in online storage and to decrease the impact of
shelving on other operations

¢ Maintains access to file data within a suitable and definable time frame
« Minimizes the occurrence of volume full and user disk quota exceeded conditions
Data managed by HSM resides in one of the following states:
e Online- Located in primary storage (preshelved, unshelved, and never shelved data)
e Shelved - Located in shelf storage (shelved data)

1.2.1 File Headers and Location

While afile is shelved, the file’s header information is maintained in primary storage. When you
display the header of a shelved file, the allocated file size is shown as zero blocks, indicating that
the data contents are located in shelf storage.

The directory information and file headers for your shelved data are maintained in directories on
your primary storage devices. The data itself is located in shelf storage. When access is
requested for the shelved data, HSM automatically returns it to primary storage. Introduction to
HSM

Information on your files always can be found in your active directories, even though the actual
data resides in shelf storage.

1.2.2 Controlling File Movement
You can control shelving in the following ways:
* You can specify which files are to be moved between primary storage and shelf storage.
*  You can specify which files are not to be moved from primary storage.

* You can set high water mark on primary storage to automatically trigger shelving of your
dormant data to shelf storagehigh water mark is a defined percentage of disk space
used that, when exceeded, causes shelving to begin.

* You can set a low water mark as a space-recovered goal to limit the number of files that are
moved to shelf storage. A low water mark is a defined percentage of disk space used that,
when reached, causes policy-defined shelving to stop.

To implement shelving control, you use H3Mlicies. For additional information about HSM
policies, see Section 1.3.3
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1.3 HSM Storage Management Concepts

There are several key storage management concepts required to properly understand and use
HSM. These concepts include:

e Shelf

e Archive class

e HSM policies and policy creation

These concepts are described in detail in Chapter 2.

1.3.1 Shelf

An HSM shelf is a logical software object that relates the data in a set of online disk volumes, on
which shelving is enabled, to a set of archive classes that contain the shelved data for those vol-
umes.

1.3.2 Archive Class

An archive class is a logical software object that represents a single copy of shelved data. Identi-
cal copies are written to one or more archive classes when a file is shelved. For each shelf, you
can specify the number of archive classes (data copies) to have to ensure reliability of the data.
Because shelved data is not backed up automatically, multiple shelf copies provide the only
means of recovery if the primary copy of the shelf data is lost or destroyed. Compag recom-
mends you have at least two archive classes for each shelf.

1.3.3 HSM Policies

An HSM policy is a defined set of parameters that controls when shelving begins and ends.
HSM implements data management through HSM policies that specify responses to events.
HSM policies contain HSM-specific commands to shelve or unshelve data in response to a
scheduled or situational trigger event. Trigger events, used in conjunction with appropriately
designed file selection criteria, work to provide enough online disk space to satisfy users’ needs.
For detailed information about HSM policies, see Section 2.9.3.

1.4 The Shelving Process

The shelving process moves files from primary storage to shelf storage. The header information
for files that have been shelved is still visible to users through the OpefVdlitectory com-

mand, even though the file’s data contents are not stored online. You can modify these file head-
ers without unshelving the files.

1.4.1 Starting the Shelving Process
Your control over the start of the shelving process is either explicit or implicit.

Explicit shelving is a process that starts in response to the DCL SHELVE command. You can
issue the SHELVE command directly to the OpenVYM&erating system, or you can execute
itin an OpenVMS™ command procedure.

Implicit shelving is a process that occurs in response to one of the following triggers:

« Volume full, user disk quota exceeded, or high water mark exceeded requests initiated by
OpenVMS™. These conditions trigger reactive policy.

e Scheduled policy execution initiated by HSM. This condition triggers preventive policy.
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1.4.2 File Selection for Explicit Shelving

The DCL SHELV E command accepts file specifications, including wildcards, for filesto pro-
cess. Qualifiersto thiscommand allow flexibility in selecting filesfor explicit shelving. Refer to
HSM Command Reference Guide for complete information about using the SHELV E command.

1.4.3 File Selection for Implicit Shelving

File selection for implicit shelving is specified through HSM policy. Once you understand the
file selection process, you can use Shelf Management Utility (SMU) commands to specify file
selection criteria and achieve efficient use of primary storage.

Make Space Requests

When an application or user creates afile or extends the file, the operation may not complete
because the disk volumeis full or the user has exceeded the disk quota

If shelving is enabled on the volume, this situation generates a make space request to HSM to
free up enough disk space to satisfy the request. If responding to make space requestsis enabled,
HSM executes the defined policy for the volume and shelves enough files to free up the
requested space. While shelving files, HSM sends an informational message to notify the user
that the file access may take much longer than usual due to the shelving activity.

File Selection

Table 1-2 lists the stages of file selection for implicit shelving.

Table 1-2 Process for Selecting Files According to Policy

Stage Event

1 HSM creates an ordered file selection list with the name and the number of
allocated blocks for each file on the disk that meets the file selection crite-
ria. Thisfile selection list is based on the primary occupancy or quota pol-
icy defined for the online volume

2 The amount of space to be recovered is calculated based upon the volume’s
low water mark.

3 HSM then shelves eligible files on the file selection list until either the low
water mark is reached or the list is exhausted and execution goes to step 4.
Because a volume’s usage is dynamic, the low water mark is checked after
each successful shelve operation and is adjusted accordingly. If the low
water mark is met, policy execution completes successfully and is termi-
nated.

4 If the primary policy does not recover sufficient disk volume space, the vol-
ume is rescanned using the secondary policy to build a secondary policy
candidate list, and execution returns to step 3.

5 If both primary and secondary policies have been executed and the policy
goals still have not been achieved, policy execution terminates with an
HSM$_ INCOMPLETE error

1.4.4 Modifying File Attributes of a Shelved File

After afile has been shelved, its header remains on the disk. You still seethefile in directories,

and you may view and modify the file’s attributes without having to access the data in shelf stor-
age. Any modifications you make to the shelved file’s header will be in effect when the file is
unshelved.
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1.5 The Unshelving Process

The unshelving process moves files from shelf storage to primary storage. Once the file has been
unshelved, you can accessit normally.

1.5.1 Starting the Unshelving Process
Your control over the start of the unshelving process is either explicit or implicit.

Explicit unshelving is a process that startsin response to the DCL UNSHELV E command.
You can issue the UNSHELV E command directly to the OpenVM S™ operating system, or you
can execute it in an OpenVMS™ command procedure. The UNSHELVE command accepts one
or more file specifications, including wildcard file specifications.

Implicit unshelving isaprocessthat HSM startsin responseto afile fault. A file fault isa high-
priority request that occurs when a shelved file is accessed for aread, write, extend, or truncate
operation.

Table 1-3 shows the process for unshelving afile.

Table 1-3 Process for Unshelving a File

Stage Event

1 The user specifically requests afileto be unshelved or attempts to access a shelved
file through aread, write, extend, or truncate operation (which causes afile fault).
Opening afile does not generate a file fault, except for RMS indexed files, or files
accessed through NFS or PATHWORKS.

2 When afile fault occurs, HSM sends an informational message to notify the user
that the file access may take longer than expected because the file must be
unshelved.

3 HSM searches its catalog to find where the shelved datais located. Thefirst file
copy it accesses for unshelving isthe one listed in the restore archive list for the
shelf.

4 The fileisrestored to primary storage as an unattended operation if the shelf resides
on anearline storage device. If the shelf is offline, operator intervention may be
required.

5 The user process that requested access to the file waits for the file to be unshelved.
If the file cannot be unshelved for any reason, an erroris  returned to the requester.

1.5.2 Process Default Unshelving Action

For each user process, you can specify a default unshelving action that controls implicit unshelv-
ing initiated by DCL commands and applications. By default, access to a shelved file causes a
file fault.

However, you can specify instead that an error be returned on such access by issuing a SET
PROCESS/NOAUTO_UNSHELVE command. Thisis especially useful

for commands such as wildcard searches when you do not need to unshelve files to examine
them for the matching string.

1.5.3 The Results of Unshelving a File

When afileis unshelved, its data contents are moved into the location defined by its current
directory entry in the(online) file header. If you renamed the file header while the file was
shelved, the file will be unshelved into its new location or its new name. After afile has been
unshelved from nearline/offline media, the copy remains on the nearline/offline media. Once
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unshelved, the file can be shelved again. If the file has been modified, a new shelf copy is made
and the old copy isinvalidated. If afile has not been modified since it was shelved originally, the
previously shelved file copy remainsvalid and a new copy is not made.

1.5.4 Handling Duplicate Requests to Unshelve a File

Subsequent requests to unshelve a given file while the file is undergoing the unshelving process
are treated as duplicate requests. HSM signals that both requests have completed after the first
request (the one that initiated the unshelving process) completes.

1.6 The Preshelving Process

The preshelving processis avariation of the shelving process. It is similar to the shelving pro-
cess in that it copies the file’s data to shelf storage. It differs from the shelving process in that it
allows the file to remain online and accessible even though a shelf copy is made.

A request to preshelve a file that has already been shelved or preshelved succeeds immediately.
After a file is preshelved, it can still be accessed normally. If the online file is modified, the shelf
copy is invalidated. Any subsequent shelve or preshelve operation causes the file to be shelved
again. If the preshelved file is not modified, a subsequent shelve operation simply truncates the
file’s data which removes the data from primary storage.

Benefits of Preshelving Files

Preshelving files allows the system to respond rapidly to make space requests. Because
preshelved files already are copied to shelf storage, HSM only needs to truncate files to respond
to make space requests.

1.7 The Unpreshelving Process

When a shelved file is unshelved, it goes into the preshelved state. That is, the file’'s HSM shelf
data is still valid. If the file is later shelved without being modified, no additional data copies are
made and the existing shelf data is used.

However, if the file is modified, its shelf data becomes obsolete. This process is called
unpreshelving, and occurs automatically if an application writes to the file. It can also be explic-
itly requested using the UNPRESHELVE DCL command. When a file is unpreshelved, its HSM
shelf data is marked invalid, and may be subject to deletion during repack according to the
updates parameter set on the associated shelf. In addition, if the shelf data is in a cache with the
/INOHOLD qualifier, the cache copy of the file (and its associated catalog entry) are immediately
deleted.

If a file has been unpreshelved for any reason, a subsequent shelve or preshelve operation will
cause a new copy of the data to be made. An unpreshelved file is effectively identical to a file
that has never been shelved.

1.8 File Headers and Access Security

When a file is shelved, a copy of its header is kept with the data and the original header remains
in primary storage (on the disk). The header that remains in primary storage is the valid file
header.

HSM maintains file access security even when the contents of the file are not present on the
online disk volume, because the online file header contains file owner, protection flags, and
access control lists. If you change the file protection or ownership while a file is shelved, the user
who shelved the file may not be allowed to unshelve it.
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1.9 HSM File State Diagram

Figure 1-2 illustrates the various HSM states in which a file can reside, the locations of the file's
directory, header, and data, and the operations that transition a file from one state to another.

Figure 1-2

Disk Shelf Disk Shelf
Directary Diractary Dala
Header Headear

Data

Shalved
State

Preshalved
Slata

Disk Shelf
Directory Data
Header

Data

GRO-5428A-MG

1.10HSM Cache

Cache is shelf storage comprised of one or more online or nearline storage devices. These
devices can include magnetic and magneto-optical disks. You can use any number of devices for
the cache. The cache temporarily stages shelved data between its primary online storage location
and the nearline/offline media used for shelf storage. Cache is fully described in Section 2.8.

Using a Cache Has Significant Advantages

Using a cache greatly improves shelving performance, because the time needed to compl ete the
operationisonly aslong asit takesto copy afile to another disk. The cache then can be
flushed to a nearline or offline device at alater time when the shelving operation will have less
impact on system performance.

Using Magneto-Optical Devices as Cache

Magneto-optical (MO) devices make an ideal repository for shelved data because they cost less
than magnetic disks but still provide excellent response time. HSM supports MO devices as
cache devices, rather than nearline devices, because the OpenVMS™ system sees them as sys-
tem-mounted, Files-11 devices. Thismeans you can definean MO device astemporary cache
or as permanent (nonflushing) cachethat functions as shelf storage.

1.10.1 HSM Operations with Cache
There are four HSM operations that involve the cache:
e Shelving

e Preshelving
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e Unshelving
e Flushing
1.10.2 Cache in the Shelving and Preshelving Processes

Because cache is an alternate location for temporarily storing shelved files, the shelving and
preshelving processes differ only slightly when cache is enabled.

The file selection process does not function differently when cache is used. Table 1-4 describes
both the shelving and preshelving processes in which cache is used.

Table 1-4 Process for Shelving and Preshelving with Cache

Stage Event

1 The HSM system creates a cache file on a cache device.

2 Thefile datais copied from the original fileto the cachefile. The cachefileis
closed.

3 Subsequent events are determined by the SMU SET CACHE command’s

/BACKUP qualifier as follows:

WHEN... THEN...

The /IBACKUP qualifier is | The file also is copied to thearline/offline
used for the cache media used for shelf storage when the file is
shelved.

The / NOBACKUP quali- | The file is notimmediately copied to the near-

fier is used for the cache line/offline media. The file is copied later,
(default) when the cache is flushed. media. The file |s
copied later

1.10.3 Unshelving from Cache

The time taken to unshelve a file from cache is almost the same as that for copying the file from
one disk to another.

1.10.4 Exceeding Cache Capacity

Files that exceed the capacity of the cache are moved directly to the nearline/offline media. You
can limit the amount of storage the cache can use on each online volume you designate as a
cache, or you can use the entire volume for the cache.

1.10.5 Flushing Cache

Flushing the cache is the process used to reclaim cache space. Any of the following events can
start the cache flushing process:

e The used cache capacity meets or exceeds the defined high water mark for the cache vol-
ume.

e The cache disk experiences a volume full event.

e A periodic cache flush trigger event occurs.
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Depending on how you defined the cache, the following events occur when the cache is

flushed:
WHEN... THEN...
The /BACKUP qualifierisused for The files on the cache disk are deleted, because
the cache they have already been copied to shelf storage
The/NOBACKUP qualifier isused for | Thefiles on the cache disk are copied to the near-
the cache line/offline media used for shelf storage and are
then deleted.

1.11 HSM Catalogs

HSM catal ogs contain the information HSM needsto locate and unshelve al shelved files. There
is one default catalog, used for maintaining global HSM information, and a number of shelf cat-
alogs that are related to specific shelves and volumes. If an HSM catalog suffers an unrecover-
ableloss, the associated shelved data may be lost. For this reason, HSM catalogs are an essential
part of the HSM environment.

For information on setting up shelf catal ogs, see Section 2.3.4. For information on protecting
HSM catalogs from loss or corruption, see Section 5.5.

1.12HSM Archive Repacking

HSM providesthe capability to repack shelf mediaona per-archive class basis (optionally with
selected volumes) by copying valid shelf datato new mediain the sameor different archive
classes; deleted and obsolete filesare not copied. The old media can then be reused. In addi-
tion, the catalog entries of deleted and obsolete files are deleted. The system administrator can
specify adelay in deleting shelf data after an online delete, and also the number of updates afile
undergoes before a shelf copy is considered obsolete. Refer to Section 5.13 for more detailed
information.

1.13HSM Software Modes

HSM software operatesin one of two modes:

* HSM Basic mode-Provides shelving, preshelving, and unshelving functionality using sim-
ple devices, Digital Linear Tape (DLT) magazine loaders, and 4mm DAT loaders.

¢ HSM Plus mode-Provides shelving, preshelving, and unshelving functionality using the full
suite of devices supported through Media and Device Management Services for Open-
VMS™ (MDMS), including robotically-controlled devices like TL820s and StorageTek™
silos.

Except for the media and device management configuration and support, both modes operate
identically.

Note

MDM S software must beinstalled on your system before HSM operatesin Plus mode.
MDM S softwareis available from various sources as an installable product. In addi-
tion, MDM Sfunctionality installs as part of the Sorage Library System for Open-
VM S™ Version software.

You choose a mode to operate when you install the HSM for OpenVMS™ software. However,
you can change modes after you make the initial decision. The following restrictions apply to
changing modes after installation:
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You can always change from Basic mode to Plus mode. For more information, see Section
5.22.

You can change from Plus mode to Basic mode only if you have not written any shelved
file information to a catalog in Plus mode. Once you write information to a catalog in Plus
mode, you cannot change back to Basic mode.

For a change in operating mode to have effect, you must restart HSM.

1.13.1 HSM Basic Mode Functions

HSM Basic mode provides the following functionality and features:

Complete HSM functionality for small to medium customer environments that can use
smaller capacity tape loaders (for example, DLT loaders), standalone tape devices, and
magneto-optical devices

A simple, integrated user interface provided completely by HSM

Limited media management that is not integrated with other storage management products
Support of up to 36 archive classes for data reliability

An HSM naming convention for tape volume labels

Local tape device support within the VMScluster ™ environment: the shelf server nodes
must have visibility to all tape devices (this can include TMSCP-served devices)

1.13.2 HSM Plus Mode Functions

HSM Plus mode provides the following functionality and features:

Complete HSM functionality for medium to large customer environments that use large tape
jukeboxes and for locations that already have the MDMS or SLS software installed

Support for large capacity nearline devices that support multiple terabytes of data, such as
the TL820 and StorageTek™ silos

Common media management with other OpenViiS$orage management products
through the MDM S software

Device and media management support provided through the MDMS command line and
menu interfaces; this requires a more complex configuration process than for HSM Basic
mode

Support of up to 9999 archive classes for data reliability

No fixed naming conventions for HSM tape volumes; the Storage Administrator controls
volume names through MDMS

Tape device support within the cluster: the shelf server nodes do not require direct visibil-
ity to all tape devices within the cluster

Support for remote tape devices, those that are not directly connected within the cluster,
through the Remote Device Facility™ (RDF) portion of MDMS HSM Mode Comparison
Table 1-5 identifies the functionality HSM for OpenVMS$rovides and which mode pro-
videsit.

Table 1-5 HSM Basic and Plus Functionality

Function Basic Plus

OpenVMS™ Versions 6.1, 6.2 6.1, 6.2
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Table 1-5 HSM Basic and Plus Functionality

Function Basic Plus
Supported hardware platforms VAX, Alpha VAX, Alpha
Common media and device management with  No Yes, through MDMS
other Compaq storage products

Support for Digital Linear Tape (DLT) maga  Yes Yes
zineloadersas robotically-controlled devices

Support for TL81x, TL82x No Yes
Maximum number of archive classes 36 9999
Requires specific HSM volume names Yes No

Provides support for remote devices No Yes
Usesasingle, integrated interface for configu-  Yes No

ration and use

All other functions, including HSM policies and cache, are provided in both modes.
1.14Media Types for HSM Basic Mode

HSM Basic mode automatically determines the media type based on the specific device(s) you
define for use. Table 1-6 shows how media types map to devices for HSM Basic mode. Check
the HSM Software Product Description (SPD  46.38.xx) for the latest list of supported devices.

Table 1-6 Media Type to Device Map

Device Type Media Type Magazine Loader
TA78 9-Track Magtape No
TA79 9-Track Magtape No
TA81 9-Track Magtape No
TA85 CompacTape 11 No
TA857 CompacTape 1 Yes
TA86 CompacTape 11 No
TA867 CompacTape 1 Yes
TA90 3480 Cartridge No
TA90E 3480 Cartridge No
TA91 3480 Cartridge No
TADS85 CompacTape 1 No
TAPE9 9-Track Magtape No
TE16 9-Track Magtape No
TF70 CompacTape Il No
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Table 1-6 Media Type to Device Map

Device Type Media Type Magazine Loader
TF85 CompacTape 11 No
TF857 CompacTape 11 Yes
TF86 CompacTape 11 No
TF867 CompacTape 11 Yes
TK50 CompacTape | No
TK50S CompacTape | No

TK70 CompacTape Il No
TK70L CompacTape I No
TKZ60 3480 Cartridge No
TLZ04 4mm DAT No

TLZ06 4mm DAT No
TLZO7 4mm DAT No

TLZ6L 4mm DAT Yes

TLZ7L 4mm DAT Yes
TS11 9-Track Magtape No

TSV05 9-TrackM agtape No

TSZ05 9-TrackMagtape No

TU45 9-TrackMagtape No

TU70 9-TrackMagtape No

TU72 9-TrackMagtape No

TU77 9-TrackMagtape No

TU78 9-TrackMagtape No

TU80 9-TrackMagtape No

TU81+ 9-TrackMagtape No

TZ30 CompacTape | No

TZ30S CompacTape | No

TZ85 CompacTape 11 No

TZ857 CompacTape 11 Yes

TZ86 CompacTape 1l No

TZ867 CompacTape 11 Yes

TZ87 CompacTape 11 No

TZ875 CompacTape 11 Yes
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Table 1-6 Media Type to Device Map

Device Type Media Type Magazine Loader
TZ877 CompacTape 11 Yes

TZ88 CompacTape IV No

TZ885 CompacTape IV Yes

TZ887 CompacTape IV Yes

TZK10 6320 Cartridge No

TZK 116320 Cartridge No

Note

Themedia type defined for HSM Basic modeisthe mediatypethat HSM recognizes
for the specified device. Thisisvery different from the media typeused for HSM
Plus mode, which isthe media type defined in the MDM S TAPESTART.COM file for
the associated drives.

With these device types and media types, HSM Basic mode provides formal support and identi-
fication of the device and mediatypes. In addition, HSM Basic mode checks that devices and
media are compatible to support operations within an archive class. HSM Basic mode does not
formally support other devices and media types, but they might work under the following cir-
cumstances:

The unsupported type is not a magazine loader.

The unsupported device is not a large, multiple drive, tape jukebox; specifically, the TL81x
and TL82x jukeboxes are not supported in Basic mode.

Supported and unsupported types are not mixed within a single archive class.

Generally, a nonmagazine loader third-party tape drive with any media type may work as an
‘unknown’ device and media type.

1.15Device Support

HSM supports the nearline and offline devices listed in the HSM Software Product Description
(SPD 46.38.xx). Compagq is continually testing new devices and adding them to the list. If you
have a question about a particular device, contact Compaq customer support.

Note

The STK 9360 Wolfcreek Siloissupported in Plus M ode when host access from VAX
and Alpha machines is configured according to the manufacturer’s directions.

1.160nline Devices Not Supported for HSM Operations

HSM provides shelving support for most online disk devices within a cluster. However, HSM
does not support the following types of online disk devices:
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* Any device that is not flagged as a disk device in Open¥M§gstem calls

In addition, HSM does not support shelving and unshelving of local disks that are not connected
to ashelf server. If you want to use shelving and unshelving with local disks, Compaqg recom-
mends you make the local disks accessible to the cluster using M SCP protocals.

1.17HSM Support for Remote Operations

HSM provides limited support for remote operations. For HSM Version 3.0A, this support
includes:

e Accessing shelved files on disks that are DFS, NFS, or PATHWORKS-served via applica-
tions or DCL commands. See Section 5.5.3. However, you cannot issue explicit shelving
commands on served disks; this can only be done on the cluster on which the disks reside.

* Accessing shelved files from remote nodes using DCL or applications routed through DEC-
net (FAL). For example, a remote DCL command to TYPE a shelved file causes a file
fault on the local system.

* Requesting a directory of shelved files from a remote node, although not all information is
displayed. Generating make space requests and user disk quota exceeded events on an
HSM-supported cluster, based on  a file create or extend command issued from a remote
node.

HSM does not support the following kinds of remote operations:

¢ Remote PRESHELVE, SHELVE, UNPRESHELVE, or UNSHELVE DCL commands with
a node name in the file descriptor, or on disks that are DFS, NFS, or PATHWORKS-served.

HSM Basic mode does not support the use of remote nearline or offline tape devices, unless they
are configured to appear as local devices. HSM Plus mode supports remote devices (devices that
are not directly connected to the cluster) through the Remote Device Facility (RDF) portion of
MDMS. For HSM Plus mode to recognize a remote device, you must have defined the remote
device correctly through MDMS and you must use the /REMOTE qualifier on the SMU SET
DEVICE command. For more information, see the section on “Working with RDF-served
Devices” in HSM Plus Mode in the Getting Started with HSM Chapter of the HSM Installation
Guide.
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Understanding HSM Concepts

Before running HSM in your production environment, you need to understand various defini-
tions and concepts. For each concept, HSM provides a configuration option that you use to man-
age the HSM environment. This chapter presents an explanation of the HSM concepts and
configuration options, structured around the following managed entities in the system:

e Facility
e Shelf

* Archive class

* Device

e \olume

* Cache

e Policy

e Schedule

This chapter also defines the relationships among the managed entities, and provides guidelines
for their definition to create an optimal HSM environment. Once you understand the configura-
tion options, you can proceed with the required configuration tasks, as described in the Getting
Started with HSM Chapter of the HSM Installation Guide.

For additional information and guidelines for migrating to a more specialized environment that
best meets your system requirements, see Chapter 3.

2.1 The HSM Environment

The HSM environment consists of the definitions you create and the relationships that exist
among the definitions. The definitions described in the following sections are maintained in def-
inition databases. The HSM environment is shown in Figure 2—1.
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Figure 2-1
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2.2 The HSM Facility

The HSM facility entity allows you to control HSM functions across the entire cluster. You can
control the following functions at the facility level:

¢ HSM mode
¢ HSM operations
e Shelf servers
* Eventlogging
2.2.1 HSM Mode
You can specify whether HSM operates in Basic or Plus mode.

* Basic mode -Provides shelving, preshelving, and unshelving functionality using simple
devices, Digital Linear Tape (DLT) magazine loaders, and 4mm DAT load
ers. All interaction occurs through SMU commands.

* Plus mode - Provides shelving, preshelving, and unshelving functionality using the full
suite of devices supported through Media and Device Management Services
for OpenVMS(MDMS), including robotically-controlled devices like
TL820s. Interaction requires a combination of SMU commands, STORAGE
commands, and forms-driven menus.

Note

Once you changethefacility to operate in Plus mode and preshelveor shelveafile
(which means you have written to a catalog), you cannot go back to operating in Basic
mode.
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Considerations for Choosing HSM Operating Mode

When deciding whether to operate in Basic or Plus mode, consider the following:

* Ifyou are using other storage management products that use MDMS or SLS, use HSM Plus
mode. You then have one interface for media and device management across the storage
management products.

« If you require support for large automated tape libraries, such as the TL820, use HSM Plus
mode.

« If you do not require additional device support and are not using other products that use
MDMS functionality, use HSM Basic mode.

« If you are using only magneto-optical devices and no tape devices, use Basic Mode.
2.2.2 HSM Operations

You can specify whether shelving or unshelving operations are enabled across the cluster as a
whole. This includes operations initiated as a result of policy triggers, cache flush operations,
and manually initiated HSM commands.

The shelving parameter controls shelving, preshelving and cache flush operations. The unshelv-
ing parameter controls unshelving and automatically-generated file faults.

Under normal circumstances, you should enable both shelving and unshelving across your clus-
ter. This allows HSM to maintain desired disk usage through automatic policy operations and
also allows users access to shelved data at all times.

Considerations for Disabling Shelving and Unshelving

You may need to disable HSM operations at certain times if they conflict with other activities
(such as backups) and there are limited offline devices available. For example, if backups are
performed nightly at midnight, you could set up a policy to disable shelving at that time.

When necessary, you can disable shelving and probably not cause problems with disk usage
exceeding the defined goals. However, if you disable unshelving, your users and applications
may experience errors accessing shelved files. You should disable unshelving only if you do not
anticipate needing access to shelved data.

2.2.3 Shelf Servers

A shelf server is a single HSM node in a cluster that performs all operations to nearline and
offline devices on behalf of all nodes in the cluster. It also coordinates clusterwide operations
such as checkpointing archive classes and resetting event logs.

If the facility option Catalog_Server is enabled, all cache operations and catalog updates are also
performed by the shelf server. By default, cache operations are performed by the requesting cli-
ent node for performance reasons. Such operations are passed from other (client) nodes to the
shelf server for processing. The shelf server consolidates requests from all nodes and optimizes
operations to minimize tape loading and positioning, as well as to support dedicated device
access.

Eligible Servers

Although many nodes can be authorized for shelf server operation, only one HSM node func-
tions as the shelf server at any given time. This way, if the current shelf server node fails, opera-
tions are immediately transferred and recovered by another authorized shelf server node. You
can specify up to 10 specific nodes to be authorized for shelf server operation. By default, all
nodes in the cluster are authorized. The current shelf server node can be displayed using an
SMU SHOW FACILITY command.
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When deciding whether to authorize a node as a shelf server, consider the following:

* In Basic mode, all specified nearline and offline devices must be accessible to all shelf
server nodes. By contrast, they do not need to be accessible to client nodes.

e The shelf server undertakes the bulk of shelving operations for the cluster, so more powerful
CPUs are recommended.

« To support transparent operations when a node fails, multiple shelf servers should be autho-
rized.

¢ Scheduled policy execution should be run on an authorized shelf server node for optimal
performance (unless a cache is defined).

Using the default authorization of all nodes is acceptable if the above conditions are met and all
your nodes have similar capabilities.

If you operate a cluster with a few large systems and many satellite workstations, restricting
shelf server operations to the large systems provides much better performance for all cluster
users. Defining specific shelf servers is highly recommended in this case.

Catalog Server

HSM gives you the option of directing all HSM operations and all catalog updates through the
shelf server by enabling the Catalog_Server option. With this option, all cache operations and
catalog updates are performed by the shelf server node in a similar manner to tape operations.

There are two main reasons you may want to enable this feature:

e If you choose to protect your catalogs using RMS after-image Journaling, enabling the cata-
log server allows you to purchase an RMS Journaling license only for the eligible server
nodes. Otherwise, it would be required on all nodes in the cluster.

« If you are using magneto-optical cache devices as a permanent shelf, the catalog server
option allows you to mount the JB: platters on only the eligible shelf server nodes. This
greatly speeds system reboots.

The downside of enabling the catalog server option is that caching speed is somewhat reduced
due to extra intracluster communications, and possible delays in shelf server response time.

2.2.4 Event Logging

HSM provides four event log files that enable you to monitor and tune the HSM environment, as
well as to detect errors in HSM operation:

e  HSM$LOG:HSM$SHP_AUDIT.LOG: The shelf handler audit log, containing information
on the parameters and final status of all requests

e  HSM$LOG:HSM$PEP_AUDIT.LOG: The policy audit log, containing information on the
parameters, number of files processed, and final status of all policy executions

e  HSM$LOG:HSM$SHP_ERROR.LOG: The shelf handler error log, containing detailed
information about any serious errors encountered during request processing, including
exception information

¢  HSM$LOG:HSM$PEP_ERROR.LOG: The policy error log, containing detailed informa-
tion about any serious errors encountered during policy execution, including exception
information

Event logging can be enabled and disabled within the following categories:
e Audit log: Records all HSM requests

e Error log: Provides information on important errors
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e Exception log: Provides error information that is useful to Compagq in the error logs

Compag recommends that you enable all logging at all times to keep track of all activity. This is
especially important when you have to report a problem.

2.3 The Shelf

A shelf is a named entity that relates a set of online disk volumes, on which shelving is enabled,
to a set of archive classes that contains the shelved file data for those disk volumes. For each
shelf, you can control the following:

e Shelf copies

e Shelving operations

e Shelf catalog

e Delete save time

¢ Number of updates to retain

You can define any number of shelves, but any specific online disk volume can be associated
with only one shelf.

The Default Shelf (HSM$DEFAULT_SHELF)

HSM provides a default shelf, named HSM$DEFAULT_SHELF, to which all volumes are asso-
ciated if no other associations are defined.

If your data reliability requirements are the same across all disk volumes, you can simply use the
default shelf and specify the desired number of copies to use on that shelf. All volumes acquire
the data reliability specified by the default shelf.

If your data reliability requirements differ from volume to volume, you can define multiple
shelves, each of which can contain different numbers of copies for data reliability purposes. You
can then relate each volume to the shelf that has the appropriate number of copies.

Compag recommends that you specify at least two copies for each volume.

If you have a very large number of online disk volumes, Compag recommends that you define
multiple shelves, each with a separate catalog. This prevents any particular catalog from becom-
ing so large that catalog access performance degrades. Compag recommends that you associate
between 10 and 50 online disk volumes with each shelf, depending on the amount of shelving
you plan to do.

The shelf entity does not define the volumes associated with the shelf. Instead, you associate
individual volume entities (see Section 2.7) with the shelf. You can associate a particular volume
with exactly one shelf. If you do not define volumes explicitly, all volumes implicitly use the
default shelf.

2.3.1 Using Multiple Shelf Copies
This section explains why you need multiple shelf copies and how to define them.

One of the most important decisions that you need to make concerns the number of copies of
shelved file data that you need for data safety purposes.

Shelved data is not normally backed up in the normal backup regimen because the OpenVMS
BACKUP utility (and layered products like Storage Library System software that use BACKUP)
work in the following way:

* Animage backup saves only the headers of shelved files.
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¢ Anincremental backup does save the entire file, but the files that are selected for backup are
those that have been recently modified and are not the files that usually are shelved.

In other words, after a file is shelved, it is likely that its data will not be backed up again. A typi-
cal backup strategy recycles the backup tapes when a certain number of more recent copies have
been made. This cycle may be anywhere from a few days to several years.

However, there eventually will come a time when all of the backup tapes contain only the head-
ers of shelved files.

Unless the tapes are never recycled, the shelved file data on the backup media will eventually be
lost. As such, the easy way to enhance reliability of shelved file data is to make duplicate copies
of the data by using multiple shelf copies.

2.3.2 Defining Shelf Copies

Shelf copies are defined using a concept called an archive class.

An archive class is a named entity that represents a single copy of shelf data. Identical copies of
the data are written to each archive class when a file is shelved.

For each shelf, you can specify the archive classes to be used for shelf copies for all volumes
associated with the shelf.

The minimum recommended number of copies (archive classes) for each shelf is two.

Archive classes are represented by both an archive name and an archive identifier. Archive iden-
tifiers are used in Shelf Management Utility (SMU) commands for ease of use. HSM Basic

mode supports 36 archive classes named HSM$ARCHIVEO1 to HSM$ARCHIVE36, with asso-
ciated archive identifiers of 1 to 36 respectively. HSM Plus mode supports up to 9999 archive
classes, named HSM$ARCHIVEO1 through HSM$ARCHIVEQ9999, with associated archive
identifiers of 1 to 9999.

2.3.2.1 Archive Lists and Restore Archive Lists

For each shelf, you must specify two lists of archive identifiers:

e The archive list, representing the desired number of shelf copies. Up to 10 archive identifi-
ers can be specified in this list.

e The restore archive list, representing an ordered list of archive classes from which restore
attempts are made. Up to 36 archive identifiers can be specified in this list.

The archive and restore archive lists are defined using the SMU SET SHELF command with the
/ARCHIVE and /RESTORE qualifiers. See HSM Command Reference Guide for a complete
description of the shelf management utility and its commands.

Restore archive classes are used for unshelving files in the order specified in the restore archive
list. The first attempt to restore a file’s data is made from the first archive class specified in the
restore list. If this fails, an attempt is made from the next archive class, and so on. Although only
10 archive classes are supported for shelf copies, up to 36 are supported for restore, because the
restore list must contain a complete list of all archive classes that have ever been used for shelv-
ing on the shelf. This enables files to be restored not only from the current list of shelf archive
classes, but also from all previously-defined shelf archive classes. In this way, you can add or
change archive classes for a shelf by:

Changing the archive classes in the archive list, which affects subsequent shelving operations
only

Adding new archive classes to the restore list, while keeping the existing definitions in place, so
that files shelved under those definitions still can be restored Archive classes also are related to
media types and devices, as discussed in Section 2.6. When a shelf is first created, the archive
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classes specified in the archive list are copied to the restore list if the restorelist is not specified.
Thereafter, the two lists must be maintained separately.

2.3.2.2 Primary and Secondary Archive Classes

When defining your restore archive list, it isuseful to think of thefirst archive classin the restore
list asa primary archive class and all the others as secondary archive classes. For shelving oper-
aions, all of the archive classesin the archive list receive the same amount of operations,
because HSM copiesdatato all archive classes at the time of shelving. However, for unshelving,
thisis different. In most cases, HSM only needs to read from the primary archive class to restore
the data. These concepts are useful when deciding how to relate your archive classes to media
types and devices as described in Section 2.6.3.

2.3.2.3 Multiple Shelf Copies

You need to determine the appropriate number of shelf copiesfor your shelved file data, depend-
ing on the importance of the data being shelved.

Compag recommends aminimum of at least two shelf copies of all data, because media can be
lost or destroyed. If the datais especially critical, you can make additional copies, some of which
might be taken offsite and stored in avault. HSM provides amechanism called checkpointing to
synchronize your shelved data mediaand backup media so that they can be removed to an offline
location together (see HSM Command Reference Guide).

Figure 2-2 illustrates the relationship between volumes and archive classes. Each disk volume
has an associated archive class and restore archive class, as shown in the archive and restore
archive lists. In this example, as with most cases, the archive and restore lists are identical.

Figure 2-2
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2.3.3 Shelving Operations

You can control the same operations for ashelf as you can for the facility, except that the opera-
tions defined for the shelf affect only the volumes associated with the shelf.

This gives you afiner level of shelving control, which might be useful if certain classes of vol-
umes are not regularly accessed at certain times, and you want to disable shelving activity. How-
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ever, as with the facility control, it is expected that shelving and unshelving operations usually
are enabled.

2.3.4 Shelf Catalog

The shelf catal og containsinformation regarding the location of near-line and off-line data for all
volumes associated with the shelf. Compag recommends that you define a separate catalog for
each shelf, but it is possible for several shelvesto share a catalog, or for all shelvesto use the
default catalog.

Defining a separate catalog for each shelf has the following advantages:

e It restricts the impact of a temporary loss of a catalog to a known set of volumes associated
with the shelf

e Itreduces the size of the catalog file, allowing more flexible placement in your storage sub-
system

e ltincreases catalog access performance, since the catalog is smaller and there are fewer
records to scan

e Itreduces the time for a restoration of a catalog from BACKUP tapes

As a guideline, Compaq recommends that each shelf be associated with between 10 and 50 vol-
umes, and that each shelf has its own catalog. A shelf catalog needs to be protected with a simi-
lar level of protection as the default catalog, namely:

e The catalog should be in a shadow-set or RAID-set
e The catalog should be backed up on a regular basis.

It is also recommended that the catalog for a shelf be placed on a disk volume other than one
associated with the shelf itself. In very large environments, it might be appropriate to dedicate
one or more shadowed disk sets for HSM catalogs, and to disable shelving on those disks. When
defining a new catalog for a shelf, or a new shelf for a volume, HSM automatically splits all
associated shelving data from the old catalog, and merges it into the new catalog. See Section
5.12 for more information on this process.

2.3.5 Save Time

You can specify a delete save option for shelved files that have been deleted. This option allows
the specification of a delta time which keeps a file’s shelved data in the HSM subsystem for this
period after the file is deleted. The actual purging of deleted files (after the specified delay) is
performed by the REPACK function.

2.3.6 Number of Updates for Retention

This option allows the specification of a number of updates to a shelved file that will be kept in
the HSM subsystem.

This option applies to files that have been updated in place, not new versions of files that have
been created after an update. New versions are controlled by online disk maintenance outside the
scope of HSM. The actual purging of obsolete shelf data is performed by the REPACK function.

2.4 HSM Basic Mode Archive Class

As previously discussed, HSM Basic mode supports 36 archive classes named
HSM$ARCHIVEO1 through HSM$ARCHIVE36, with archive identifiers of 1 to 36 respec-

tively. You must configure archive classes by using the SMU SET ARCHIVE command to iden-
tify the archive class name. Once you have defined the archive class, you can then associate
archive classes with shelves and devices using appropriate commands. From these associations,
HSM Basic mode determines the appropriate media type for the archive class.
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There isa separate set of tape volumes with specific | abels associated with each archive class for
HSM Basic mode. HSM allows limited maintenance on archive classes by allowing you to mod-
ify the shelving volume label attribute. The volume labels must be in the proper format for each
archive class, as listed in Table 2-1.

Table 2-1 HSM Basic Mode Archive Class Identifier/Label Reference

Table 2-1
Archiveld Volume Archiveld Volume L abe Archiveld Volume
Label Label
1 HSOxxx 13 HSCxxx 25 HSOxxx
2. HS1xxx 14 HSDxxx 26 HSPxxx
3. HS2xxx 15 HSExxx 27 HSQxxx
4. HS3xxx 16 HSFxxx 28 HSRxxx
5. HSAxxx 17 HSGxxx 29 HSSxxx
6. HS5xxx 18 HSHxxx 30 HSTxxx
7. HS6xxx 19 HSIxxx 31 HSUxxx
8. HS7xxx 20 HSIxxx 32 HSVxxx
9. HS8xxx 21 HSKxxx 33 HSWxxx
10. HS9xxx 22 HSLxxx 34 HSXxxx
11. HSAXXX 23 HSMxxx 35 HSY xxx
12. HSBxxx 24 HSNxxx 36 HSZxxx

For each of the 36 archive classes, the first three characters of the volume label are fixed and rep-
resent the archive class. The last three characters of the volume label (shown in Table 2-1 as
XXX) represent a sequence humber in the range 001 to 299, allowing up to 3600 tape volumes per
archive class. At any one time, thereis one shelving volume for each archive class. Thisvolume
represents the volume on which the next shelve (write) operation is to be performed.

In the case of an error, you can explicitly change the shelving volume label for the archive class.
However, if you do so, the specified volume label must adhere to the convention shown in the
table, otherwise HSM cannot use it.

Manually setting the shelving volume label is not recommended. By default, HSM uses thefirst
shelving volume label for an archive class (for example HSA001), then increments the labels
automatically (HSA002, HSA003, and so forth) as the volumes become full. If you want to
remove the current shelving volume and go to the next one, use the CHECKPOINT command
rather than resetting the label manually.

2.5 HSM Plus Mode Archive Class

Aspreviously discussed, HSM Plus mode supports up to 9999 archive classes named
HSM$ARCHIVEO1L through HSM$ARCHIVE9999, with archive identifiers of 1 to 9999
respectively.

You must configure archive classes by using the SMU SET ARCHIVE command to identify the
archive class, mediatype, and optionally density. When specifying media type and density, they
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must exactly match the corresponding media type and density defined in the MDM S TA PE-
START.COM file.

Once you have defined the archive class, you can then associate archive classes with shelves and
devices using appropriate commands.

Unlike HSM Basic mode, HSM Plus mode does not require special haming conventions for vol-
umes, because MDM S chooses the volumes for HSM Plus mode to use.

2.6 Device

When setting up your HSM environment, you need to consider which nearline and offline
devices you want to use. When setting up a device for HSM, you can control:

*  Whether the device is shared or dedicated
*  Whether operations are enabled for the device
*  Which archive classes use the device

Note

To use magneto-optical devicesfor shelf storage, you define these devices as caches,
not as shelving devices. For more information, see Section 2.8.5.

Default Device (HSM$DEFAULT_DEVICE)

HSM provides a default device record that has the following attributes:
e Device is shared

* Device is enabled for HSM use

* No archive class is associated with the device

These defaults are applied if you specify a device for HSM without identifying these attributes.
Once the device is defined, you can modify the attributes for that device. You also can modify
the default device record attributes if you find that you are typically using a different set of
attributes for your devices.

2.6.1 Sharing and Dedicating Devices

For HSM use, you can specify a nearline or offline device to be used for dedicated or shared
usage.

When a device is dedicated, HSM does not release it to other applications and keeps the current
volume mounted until the drive is needed for another HSM volume.

When a device is shared, HSM releases the device, and dismounts and unloads the associated
media within one minute of inactivity on the device. The media is unloaded for security reasons.

When thinking about devices, you should consider the trade-offs involved in dedicating devices
to HSM.

Advantages of Dedicating a Device

Dedicated devices have the following advantages:

e The device is always available for HSM use and pending HSM operations should not be
blocked by other potentially long-running applications.

« Slow operations like tape loading and positioning are minimized, as is operator intervention.

* Response time for shelving and unshelving operations is generally better.
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Disadvantages of Dedicating a Device

Dedicated devices have the following disadvantages:
* The device is not available for other purposes while the device is dedicated.

« Additional nearline/offline devices may be needed for non-HSM operations.
Device Mixed Mode Operations

It is possible to operate in a mixed mode, whereby the device is sometimes shared and some-
times dedicated. For example, you can set up a scheduled policy with a script that toggles
between the two modes at specified times. A useful application of this would be to dedicate
devices to HSM during normal working hours and at policy execution time, but switch to shared
devices during the backup cycle.

2.6.2 Device Operations

For each device, you can specify which operations are enabled. The choices are shelving and
unshelving. By default, both operations are enabled when a device is specified.

When operating in Plus mode it is recommended that all devices are defined for both shelving
and unshelving as MDMS, not HSM, actually chooses the optimal device. Restricting operations
sometimes leads to conflicts between HSM and MDMS.

When you are using multiple devices in Basic mode, you can optimize operations by specifying
that only shelving or only unshelving is enabled on the device. This will effectively guide those
operations to the enabled device rather than allowing many load/unload operations as the
requests come in. For example, if you are using two devices, you might specify that one is used
for shelving and the other is used for unshelving. A special override allows unshelving on a
shelving device if the currently mounted media contains the requested file, which is common if
the file is unshelved shortly after it is shelved.

If you specify only a single device for HSM, it must support both operations for correct usage.
Media Type Compatibility

When setting up a device for HSM use, you define a media type by relating the device to one or
more archive classes whose media type and density are compatible with the device.

This does not mean that shelving devices have to be identical for any archive class. For example,
a TK50 device might be specified for shelving and a TK70 device be specified for unshelving.
This is valid because a TK70 can read a TK50 written cartridge, but not vice versa.

However, if you do use compatible but not identical media types, you must control the opera-
tions on the devices so the tapes are always written in a compatible format. The media must be
written in the format readable by both device types (in this case TK50), and all media must be in
the same format for a specified archive class.

2.6.3 Devices and Archive Classes

Nearline and offline devices are associated with archive classes that relate to shelves. When
specifying archive classes for shelf copies, you must consider the media type on which you
want these copies to reside. Each archive class uses exactly one media type, so that all data
written to a specific archive class uses compatible media. Be aware that multiple archive
classes can use the same media type.

You establish the relationship between archive classes, devices, and media type by using the
SMU SET DEVICE command and specifying an archive list. Remember that for HSM  Plus
mode, you also use the media type definitions in the MDMS TAPESTART.COM file to encap-
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sulate the media type and drives relationship. Regardless of how archive classesand shelves
relate, the relationship between archive classes and devices is not one-to-one. This means that:

* Asingle device (for example a TA90 tape drive) can support multiple archive classes of the
same media type.

e Operations on different shelves and archive classes can share devices.
e An archive class can use one or more compatible tape drives.

- Different volumes from within an archive class can be mounted simultaneously on separate
compatible drives.

Figure 2—3 shows the archive class/media type/device relationship for three archive classes and
the associated TA90 and TK50 tape devices. As shown in the figure, the two TA90 devices can
each archive data belonging to their common archive classes, but the TK50 device can only
operate with a single archive class.

Figure 2-3
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Ideally, an HSM configuration uses identical mediatypesfor all archive classes, alowing the
maximum sharing of devices, because each device could support all archive classes. However,
thisis not always possible or desirable. For example, you may want to define a primary archive
classthat uses a robot-controlled nearline device and some secondary archive classes that use
human-operated 9-track magnetic tape devices.

Associating Devices with Archive Classes

When selecting the devices associated with an archive class, you should consider such aspects
as:

e Device speed
e Automatic or human intervention for loading and unloading
* Device cost

A robot-controlled nearline device is recommended for primary archive classes, because users
will be able to access shelved files without human intervention, on a 24 - hour basis. The need
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for such devices is less on secondary archive classes, especialy if an online cache is used (see
Section 2.8).

2.6.4 Magazine Loaders for HSM Basic Mode

HSM Basic mode supports certain tape magazine loaders as nearline devices that can be associ-
ated with archive classes. A magazineis astacker containing oneor maore tape volumesthat can
be loaded into a single drive. The following magazine loaders are fully supported with random-
access loading and unloading of tape volumes:

« TA857, TF857, TZ857
« TA867, TF867, TZ867
e TLZ6L, TLZ7L
e TZ875,TZ877
» TZ885, TZ887

HSM Basic mode supports multiple magazines, with multiple volumes per magazine. In addi-
tion, volumes for multiple archive classes may reside in a single magazine. However, there are a
few restrictions that must be observed for HSM:

e All volumes placed in magazines must be initialized prior to use with the OpenVMS INI-
TIALIZE command. Volume labels are the same as for nonmagazine loaders and must con-
form to the conventions shown in Table 2-1. In addition, it is vital that all tape volumes have
unique labels. HSM does not support multiple volumes with the same label, which can
result in the loss of accessto  shelved data.

« An archive class must be specified for loader operations, or nonloader operations exclu-
sively, and must be assigned to appropriate devices. You cannot  mix loader and non-
loader tape operations for the same archive class at the same time. However, you can
migrate an archive class from nonloader to loader (or vice versa) as long as it has the same
media type.

Magazine Initialization (Basic Mode only)

At initialization time, and when a new magazine is loaded, HSM performs an inventory on the
magazine. Each volume in the magazine is loaded and mounted, and its label is noted. This
information is stored in a device database, which has multiple magazine entries. This operation
takes 20 to 30 minutes, during which time the drive cannot be used.

Compag highly recommends that volumes are not shuffled around in a magazine or moved to
different magazines after initial configuration, because this will cause HSM to perform another
inventory on the magazine. If the shelf handler discovers an inventory error, it loads all volumes
and retakes inventory on the magazine. A new magazine entry is entered into the database.

In addition, all existing magazine entries containing any of the volumes are then invalidated.

Under ideal circumstances, inventory on any magazine should have to be done only once,
regardless of system crashes and other disruptions.

Once inventory is taken, the shelf handler uses random- access load and unload commands to
load the appropriate volumes into the drive. The device database is updated on all load and
unload operations, so that the state of the drive and magazine is known at all times, even after
system disruptions.

If an inventory detects an illegal configuration with duplicate tape labels, the shelf handler prints
an OPCOM message to the operator and will not use the magazine.

Robot Name (Basic Mode only)
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When defining a device as a magazine loader, it is necessary to specify arobot name to be asso-
ciated with the device. The robot name depends on the controller to which the tape deviceis con-
nected, asfollows:

e Adirectly-connected SCSI device- such a device will have a name in the format
alloc$MKxnnO:. The associated robot name is alloc$GKxnn1: or alloc$MKxnn1:. For
example, for device $1$MKB100:, the associated robot name is $1$GKB101: or
$1$MKB101..

* Adirectly-connected DSA device, such as a TF867-in this case, the robot name is identical
to the device name, but must still be specified.

e Adevice connected to an MSCP-controller, such as an HSC, HSJ or HSD - in this case, the
robot name is the name of the controller’s command disk. An example might be
$1$DUA812..

The robot name should include the allocation class if there is one.

Note

Upgrading from HSM V1.x
If you are upgrading from HSM V1., please note that the robot name replaces the
HSM $device namelogical defined for M SCP-controllers. The robot name must be
specified for all Basic mode magazine loader s after installing thisversion before
robotic operationswill occur. Thisappliesto devices connected to all types of control-
ler.

2.6.5 Compatible Media for HSM Basic Mode

HSM Basic mode makes a first-level attempt to ensure that tape device configurations and load-
ing are directed to compatible media. For this level, HSM ensures that the media type is physi-
cally capable of being loaded into the specified device, and that the media can support the
operation. HSM also verifies that media contained in magazine loaders are not requested for
nonloader drives and vice versa.

Table 2-2 lists the compatible media types HSM supports. HSM also supports unknown media
types, but does not check them for compatibility. It is therefore possible to specify different
types of tape devices with "Unknown" media type into an impractical configuration. If using
such drives and media, you must ensure that the configuration is practical.

Table 2—2 Compatible Media Types

Devices That Write... Can_Read... Comments

9-Track Magtape 9-Track Magtape No density checking is per-
formed.

3480 Cartridge 3480 Cartridge No compression checking is per-
formed.

Digital Tape | CompacTape | TK50 Format.

Digital Tape I CompacTapel, I TK70 Format.

Digital Tape |1 CompacTapel, I1, 111 TK8x

Digital Tape IV CompacTapel, II, I, 1V Format-Number of tracks not
checked.

AmmDAT AmmDAT Differencesin length not
checked.
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Table 2—2 Compatible Media Types
Devices That Write... Can_Read... Comments
Unknown Any No checking is performed.

2.6.6 Automated Loaders and HSM Plus Mode

HSM Plus mode supports automated loaders according to the MDM S functionality and require-
ments. In general, MDM S recognizes automated |oaders and the volumes contained therein only
by process of how you configure the information in TAPESTART.COM and through the STOR-
AGE commands. For more information, see the Getting Started with HSM Chapter of the HSM
Installation and Configuration Guide.

2.7 Volume

HSM allows you to customize HSM activity on a per-volume basis. By default, thereis only one
HSM volume entity, HSM$DEFAULT_VOLUME, which is used as the basis for HSM activity
for al volumesin the cluster. You can add any number of specific volumes, each relating to a
single online disk volume, asyou want. Any disk volumes not associated with aspecific volume
entry are implicitly associated with the default volume.

Default Volume Attributes

The default volumeis preconfigured with a default set of attributes. You can modify any or all of
the attributes on the default volume, which are then applied to all volumes associated with the
default volume. The attributes of the default volume also are used as atemplate for specific vol-
ume entities.

With the volume entity, you can specify the following attributes:
*  Shelf
*  Shelving operations
¢ Volume policy
e High water mark
e Files excluded from shelving
2.7.1 Shelf

The shelf attribute relates the disk volume definition to a single shelf definition. The shelf must
be set up before associating a volume with it. For information on setting up the shelf, see Section
2.3 By default, all volumes use the default shelf HSM$DEFAULT _ SHELF.

2.7.2 Shelving Operations

HSM provides volume definition options that allow you to control shelving operations on the
online disk volume for which the volume definition applies. If no volume definition is found,
HSM uses the HSM$DEFAULT_VOLUME definition.

The following operations can be enabled on a per-volume basis:

« High water mark-The ability to trigger the specified occupancy policy if disk usage exceeds
the specified high water mark.

e Occupancy-The ability to trigger the specified occupancy policy if an application attempts
to exceed the volume capacity.
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« Exceeded quota-The ability to trigger the specified occupancy policy if an application
attempts to exceed a file owner’s quota.

* Shelving-Any shelving or preshelving operation, including those initiated by policy and
manual operations.

* Unshelving-Any unshelving operation, including those initiated by file access and manual
operations.

By default, implicit operations (high water mark, occupancy, and quota) are disabled and
explicit operations (shelve and unshelve) are enabled on the volume.

2.7.3 Volume Policy

The volume policy parameters identify the policy definitions used to shelve files when a critical
need for space on the disk is encountered. This policy implementation reacts to critical situations
in which additional primary storage space is needed.

A reactive policy is implemented with a disk volume definition. Reactive policy determines how
to react to high water mark, volume occupancy exceeded, and user disk quota exceeded events.
In these instances, some event takes place that requires primary storage space be made available.

HSM takes action to make the space available only when the event takes place. A reactive policy
execution can be disabled by specifying that no policy is desired for the specified event.

2.7.4 High Water Mark

You can specify a percentage of the volume’s capacity that will be used as a trigger for running
the occupancy policy on the volume. See Section 2.9 for more details.

2.7.5 Files Excluded from Shelving

There are two types of files that you should give special attention to when considering their dis-
position in an HSM environment:

¢ Files marked contiguous
« Files placed at specific logical block numbers

These files have special attributes when they are created that may not be possible to recreate
when the files are shelved and later unshelved.

Contiguous Files

Files that are marked contiguous must occupy contiguous logical block numbers on the disk.
When such a file is shelved, its storage is released. During unshelving operations, this type of
file must be restored contiguously. If this is not possible because the available space on the disk
is fragmented, the unshelve operation fails. To avoid this problem, you should specify that files
marked contiguous are ineligible for shelving. By default, files marked contiguous are not shelv-
able.

Placed Files

Placed files are assigned specific logical block numbers on the disk volume when created. When
such afile is shelved and later restored, it is virtually guaranteed that they cannot be restored to
the originally assigned logical blocks. If the file must be assigned to the assigned logical blocks,
it should not be shelved. One way of disabling such shelving is to disable shelving on all placed
files on the volume. Another way is to mark the file as not shelvable using an OpenVMS com-
mand.

By default, HSM allows shelving on placed files. To prevent this behavior, you need to specifi-
cally disable shelving of placed files for the volume.
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2.8 Cache Usage

The cache is storage comprised of one or more online disk storage devices or magneto-optical
devices. You can use cache volumes for one of two purposes:

* Asatemporary online staging area to speed shelving operations. A cache used for this pur-
pose is set up with a limited block size and a regular flush interval. Shelving operations
are directed initially to the cache and complete in a similar amount of time as a normal
file copy. At a later time, the cache is flushed to the archive classes defined for nearline or
offline storage, and files in the cache are deleted.

* As an alternative shelf, using magneto-optical devices or excess online disk devices. A
cache used for this purposes usually uses the entire device for caching, but does not flush
the files to nearline or offline storage. Optionally, additional copies can be made to near-
line or offline archive classes at shelving time, using the /BACKUP qualifier. When using a
cache as a permanent shelf, you cannot also use it for staging.

2.8.1 Advantages and Disadvantages of Using a Cache

By using a cache, you gain speed for shelving operations by dedicating additional online storage
for the HSM system. With online cache, a shelving operation can complete in the time it takes
for the files to be copied to another disk.

The archive/backup system is not needed immediately. However, you lose online storage capac-
ity otherwise dedicated to applications and users. This is the trade-off to consider when using
online cache. If your system includes some older, slower online drives, then online cache pro-
vides multilevel hierarchical storage management.

All cache devices must be system-mounted and accessible to all nodes in the cluster except when
the Catalog Server facility option is enabled. In this case, the cache devices need only be system-
mounted and accessible to all designated shelf server nodes.

2.8.2 Cache Flushing

Another major advantage to using online cache is that flush operations to

nearline/offline storage can be performed at regular intervals. These flush operations are opti-
mized to reduce the amount of tape reloading and positioning compared to individual shelve
operations directly to tape. This is especially true when multiple archive classes are specified,
and the archive classes are sharing devices.

2.8.3 Cache Attributes

2.8.3.1

You can specify the following attributes for each online disk volume supporting the cache:
e Timing of shelf copies

e Block size

e High water mark

e Flush interval

¢ Flush delay

e Delete and modify file action

Timing of Shelf Copies

You can specify that data copies to the shelf archive classes be performed at one of two times:
¢ When the file is shelved

* When the cache is flushed
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By default, the shelf copies are made when the cache is flushed, and thisis the recommended
mode of operation when using the cache as a staging area. With this configuration, operations to
and from the cache are fast, taking about as much time as a normal disk copy.

Permanent Cache

If you are using the cache as a permanent shelf instead of a staging area (for example, using a
magneto-optical device), thereis no cache flushing, so any shelf copies need to be made at shelv-
ing time. When the shelf copies are made at flush time, the shelving processis not complete until
all shelf copies of afile have been made to the shelf archive classes.

2.8.3.2 Cache Block Size

You can specify the maximum amount of space on the online volume to be used for HSM cach-
ing. HSM never exceeds thisamount. If shelving afile would exceed this amount, it is diverted
to another cache device that can hold the data, or the fileis copied directly to the shelf archive
classes.

To allow an unlimited amount of space on a disk to be used for caching, you can enter a block
size of zero, which defaults to the device capacity. This is useful when using magneto-optical
devices as a permanent shelf.

If you do not specify ablock size, HSM uses a default value of 50,000 blocks.
2.8.3.3 High Water Mark

You can specify that a cache flush be triggered when a specified percentage of the cache block
sizeis exceeded. In thisway, you should never get into a situation where the block sizeis
exceeded. By default, cache flushing begins when 80 percent of the block sizeis used.

2.8.3.4 Cache Flush Interval

In addition to high water mark cache flushing, you also can flush the cache at regular intervals.
Thisalowsyouto restrict al nearline or offline shelving operationsto occur at a specific time of
day, ideally at times other than during the backup cycle. By default, the cache is flushed every 6
hours.

2.8.3.5 Cache Flush Delay

In conjunction with the flush interval, you can specify a delay to start the first cache flush.
Thereafter, the delay isused in conjunction with the interval to flush at regularly timed intervals.

2.8.3.6 Delete and Modify File Action

You can specify how the cache reacts when an online file that is shelved to the cache is del eted,
or if it isunshelved and modified. You can choose that the file remainsin the cache when these
events occur, or is deleted together with its associated catalog entries. The former action is safer
in that the cache copy can be used to recover thefile dataif it is erroneously deleted or modified.
However, it also means that extraneous copies of obsolete data are retained in the cache, which
may eventually be flushed to tape. When migrated to tape, shelf options such as delete save time
and number of updates can be used to purge any obsolete data during a repack operation.

2.8.4 Optimizing Cache Usage

The following guidelines on configuring the cache will provide optimal HSM performance for
all users on the cluster:

* Set your cache size to be between 100 percent and 150 percent of the typical amount of data
shelved within the flush interval. For example, if about 100,000 blocks of data are shelved
daily, and your flush interval is 24 hours, then set your cache size at 150,000 blocks. You
can then expect that no shelving operations to the shelf archive classes will be needed until
the cache is flushed.
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< Distribute the total cache size across several online volumes, with different sizes for each
volume. This enables you to use ‘low usage’ disk volumes effectively and provides an effec-
tive way to equalize the usage across all your disk volumes.

¢ Schedule the cache flush so that it happens when your nearline and offline devices are idle.
HSM optimizes all operations during the cache flush to minimize tape loading and position-
ing.

By using a cache effectively, you are using HSM in the most efficient way and providing the

best overall service to the system users.

2.8.5 Using Magneto-Optical Devices

2.9 Policy

Magneto-optical (MO) devices make an ideal repository for shelved file data, because their cost
is significantly lower than magnetic disks but their response time is good. HSM supports mag-
neto-optical as cache devices only; they cannot be defined like tape devices to support archive
classes.

To configure a magneto-optical device, you should define a label and mount the volume as a
normal Files-11 disk. The volume label should not be an HSM label in the HSxxxx format, but
should be of the system administrator’s choosing. If you are using a magneto-optical robot
loader with multiple platters, each platter that you want HSM to use should:

* Be system-mounted as a Files-11 device with a specific ‘device name’
e Be defined in an SMU SET CACHE command

You can define the magneto-optical devices as either a cache staging area, or as a permanent
shelf for fast response time using the /BACKUP attribute of the SET CACHE command. For
more information and an example, see the SMU SET CACHE command in HSM Command
Reference Guide.

HSM policy is at the center of the shelving process. The policy options you define establish the
conditions that start the shelving process and determine the amount of primary storage available
when shelving operations end.

2.9.1 HSM Policy Options

HSM policies are implemented through the available file selection options. These options allow
you to define how HSM will implement storage management on your system. The HSM policy
file selection options which may be set are:

» Trigger events
* File selection criteria
e Goal

Figure 2-4 shows the general sequence of HSM policy operations. Once a reactive or preventa-
tive policy is established, system operations continue normally until a trigger event occurs. The

trigger event activates HSM policy and files are shelved in accordance with the file selection cri-
teria until the policy goal is reached.

2.9.2 Trigger Events

The trigger is an event that causes the shelving process to begin moving files to shelf storage.
These events activate HSM policies that fall into two general categories, based on the kind of
trigger used:
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*  Preventive-Preventive policy criteria include scheduled movement of files between primary
and shelf storage using such determinants as file event dates and file size.

* Reactive-Reactive policy criteria include reactions to system events, such as exceeding the
amount of space available on a disk volume (volume full), exceeding a high water mark
(the amount of space defined for use on a disk volume), or exceeding a user’s disk quota.

When you install HSM, you get a set of default policy definitions. You can obtain the most value
from HSM by modifying the default preventive and reactive policies according to the exact types
and usage of data in your installation and the specific archive storage devices that are installed.

Figure 2—4
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2.9.2.1 Scheduled Trigger

A scheduled trigger is generated according to a schedule definition. You define a schedul e that
specifies atimeinterval on which HSM initiates the shelving process. Thistrigger, used with
appropriate file selection criteria, makes sure enough online capacity is available to meet a
steady demand for storage space.

2.9.2.2 User Disk Quota Exceeded Trigger

The user disk quota exceeded trigger is an event that occurs when a process requests additional
online storage space that would force it to exceed the alowable permanent disk quota. The
shelving process selectsto shelve files owned by the owner of the file being created or extended.
Thistrigger, used in conjunction with an appropriately designed file selection criteria, provides
enough online disk space to satisfy the request. This trigger uses the quota policy defined for the
volume. The shelving process initiated with the disk quota exceeded trigger shelvesfiles owned
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by the owner of the file being created or extended. Thistrigger is independent of the owner of
the process that extends the file; only the file ownership is significant.

For example, if user A creates a file, and user B extends the file beyond user A's disk file quota,
user A’ files will be shelved.

2.9.2.3 High Water Mark Trigger

The high water mark trigger is an event that occurs when the amount of online disk storage space
used exceeds a defined percentage of capacity. The HSM system regularly polls all online disk
devices and compares the used storage with a defined value. This trigger, used with appropri-
ately designed file selection criteria, ensures enough online capacity is available to meet a steady
demand of storage space. This trigger uses the occupancy policies defined for the volume.

2.9.2.4 Volume Full Trigger

The volume full trigger is an event that occurs when the file system encounters a request for
more space than is currently available on the disk volume. This trigger, used in conjunction with
an appropriately designed file selection criteria, provides enough online disk space to satisfy the
request. This trigger uses the occupancy policies defined for the volume. The shelving policy
implemented with the volume full trigger shelves any files on the disk volume that meet the
defined file selection criteria.

2.9.3 File Selection Criteria

The file selection criteria determine the best files to be shelved in response to the need for shelv-
ing. You define the file selection criteria depending on your need to create and access data.

Examples of file selection criteria include:

e Least recently used (LRU)-Files are moved to shelf storage based on the time that has
elapsed since they were accessed, created, modified, or backed up.

e Space time working set (STWS)-Files are moved to shelf storage based on an algorithm
that takes into account the file's size and the defined LRU criteria.

e By running a script-The file is shelved during execution of a user-defined OpenVMS com-
mand procedure.

Selecting Files Based on Time

The first consideration for defining file selection criteria involves selecting files that have been
accessed or that have expired within a certain time frame. There are four file dates from which to
choose:

*  Expiration (default)
e Creation

* Modification

e Backup

OpenVMS does not support a last access date as such. However, you can set up policies using an
effective last access date by:

e Setting volume retention time on each volume
« Using the expiration date as the selection criteria for HSM policies

Using the expiration date coupled with volume retention time is the recommended and default
configuration for HSM policies. This ensures that files are shelved only if they have not been
accessed for read or write operations within a certain time frame. Use of the other date fields,
while supported, may result in some frequently-accessed files being shelved.
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For more information, see Section 3.2.5.

Candidate file ordering is then achieved by using one of the following agorithms which use the
specified date:

e Least recently used (LRU)
e Space time working set (STWS)

Least Recently Used

The least recently used policy selects files based on the selected date option and the last time the
date changed. It creates a listing of files ranked from the greatest time since last accessed to the
smallest time since last accessed.

Space Time Working Set

The space time working set policy selects files based on a combination of the file size and the
LRU ranking. STWS is the product of the file size and the time since last access. Candidates are
ordered from the greatest to the least ranking value returned for all files. Larger files tend to be
ranked higher than smaller files.

Script

The script is a DCL command file containing SHELVE, PRESHELVE, or UNSHELVE com-
mands. Other DCL commands also may be included.

Primary and Secondary Policy

Each HSM policy supports both a primary and a secondary policy definition. The primary policy
definition is always executed. If the volume’s lowwater mark is reached after the primary policy
execution completes, the secondary policy definition is not executed. If the volume’s lowwater
mark is not reached after the primary policy execution completes, the secondary policy defini-
tion may be executed. This second execution occurs only when either one or both policy defini-
tions is a user-defined script.

Refer to the SMU SET POLICY command description in HSM Command Reference Guide for a
detailed description of primary and secondary policy.

File Exclusion Criteria

When using the predefined file selection algorithms STWS and LRU, you can specifically
exclude files that may be selected based on a relative or absolute date. For example, you may
want to always exclude files that have been accessed within the last 60 days. There are three
fields from which you can choose to exclude files:

« Elapsed time - Specified as a delta-time, this is a relative period of time that applies to the
selected date, which exclude files from being shelved during the policy execution. For
example, if you specify the expiration date with volume retention, and an elapsed time of
180 days, then files accessed within the last 180 days are excluded from shelving. This is
the default value.

* Before time - Specified as an absolute time, this restricts shelving of files to those accessed
before a certain date. For example, if you specify modification date and a before time of
01-Jan-1999, then only files that had been modified before 01-Jan-1999 will be eligible for
shelving.

¢ Since time - Specified as an absolute time, this restricts shelving of files to those accessed
after a certain date. For example, if you specify creation date and a since time of 30-Jun-
1998, then only files that were created after 30-Jun-1998 are eligible for shelving.
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Specifying arelative elapsed time is mutually exclusive of defining absolute before and/or since
times. The time fields apply to only the predefined STWS and LRU algorithms. They do not
apply to script files.

Script Files

A script fileisauser-written command procedure that can be executed instead of the pre-defined
algorithms supplied with HSM. When the script file is executed, parameter P1 contains the name
of the volume on which the policy was triggered. This can be used to perform custom shelving
operations on the specified volume. When a script is defined, the file selection criteria, file
exclusion criteriaand goal defined for the policy are not applied. The script file executes to com-
pletion exactly as writtenin all cases.

2.9.4 Policy Goal

The goal isthe condition that causes the shelving process to stop. There are two waysto reach
the shelving goal:

* Shelve enough files to recover the specified percentage of the disk volume as defined by the
low water mark. Recovering sufficient space to reach the low water mark is adequate to
continue using the disk volume.

« Shelve all files that meet the policy but do not reach the specified percentage of recovered
capacity. This condition could indicate your file selection criteriais not broad enough.

The low water mark is checked at the completion of, but not during, a script execution. The sec-
ondary policy is run if the primary policy did not reach the low water mark.

2.9.5 Make Space Requests and Policy
Make Space Requests

When an application or user creates or extends a file, the operation may not complete because
the disk volume is full or the user has exceeded his disk quota. If shelving is enabled on the vol-
ume, this situation generates a make space request to HSM to free up enough disk space to sat-
isfy the request. If responding to make space requests is enabled, HSM executes the defined
policy for the volume and shelves enough files to free up the requested space. While shelving
files, HSM sends an informational message to notify the user that the file access may take much
longer than usual due to the shelving activity. After the requested disk space is made available,
the create or extend operation continues normally. If for any reason the make space operation
fails, the user’s original request to create or extend a file fails with one of the following two error
messages:

%SYSTEM E- DEVI CEFUL, device full - allocation failure

or

YSYSTEM E- EXDI SKQUOTA, exceeded di sk quota

Because make space operations may take a significant amount of time, and because you may
prefer certain applications to issue an immediate error rather than wait for the request to com-
plete, you can disable make space requests on a per- policy, per-volume, or per-process basis.

Make Space Policy

Make space requests start a policy execution for the volume. The user process that requested the
make space allocation is allowed to continue as soon as the amount of space allocation that was
requested is satisfied. However, in anticipation of future make space requests, the policy contin-
ues executing until a defined low water mark is reached. Make space requests cannot free up
space below the defined low water mark.
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If the make space operation is triggered by a user disk quota exceeded condition, the files are
selected based on the owner of the file being created or extended, rather than the user of the
reguesting process.

The cause of a make space request determines the scope of online disk storage that is involved
with file selection as follows:

WHEN the make space request is

initiated by... THEN...

A high water mark reached or volume All fileson the disk volume are potential candidatesfor the

full event file selection process.

A user disk quota exceeded event Only files owned by the user whose disk quotawas
exceeded are potential candidates for the file selection pro-
cess._

2.10Schedule

To prevent storage problems, you set up scheduled execution for preventive policies at regular
intervals. HSM provides the capability to schedule policy execution with the following
attributes:

¢ Online volumes
*  Execution timing and interval
e Server node

2.10.1 Online Volumes

When you schedule a policy execution, you specify the online volumes on which to apply the
policy. When setting up a schedule, a separate entry is created for the policy execution for each
volume. The volume selection should be based on the goal of maintaining volume capacity
between the low water mark and the high water mark at all times. Thus, you need to schedule
policies to execute more often on those volumes on which files are frequently created or modi-
fied and less often on those volumes on which files are infrequently created or modified.

2.10.2 Execution Timing and Interval

Policies can be scheduled to execute at a certain time of day, and at regular intervals. Compaq
recommends you run nightly scheduled policy runs at an hour that does not conflict with high
system activity or system backups. Ideally, the frequency of policy runs should coincide with the
rate of new data creation on the specified volumes. The preventive policy should be run prior to
the volume reaching its high water mark capacity, so that all shelving operations can be con-
trolled to occur at certain times of day. This not only reduces overhead of reactive policy execu-
tion during the period of high system activity, but also minimizes the use of nearline/offline
resources for HSM purposes.

2.10.3 Server Node

You can specify the node on which you want the policy to run. Although policies can run on any
node that has access to the online volume, cache devices, and nearline/offline devices, it is more
efficient if it runs on a shelf server node. If the shelf server node changes, you can use HSM’s
requeue feature to requeue any and all policy entries to run on an alternative shelf server node.

2.11 HSM System Files and Logical Names

HSM uses four logical names that point to devices and directories that hold important files for
HSM operations. The logical names are needed because different levels of data reliability are
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required to ensure proper HSM operation, and for the security of user data. The four logical
names are:

e HSMS$CATALOG

¢  HSM$MANAGER

« HSMS$LOG

*  HSM$REPACK

The first three logical names must be defined at installation, or later, as system wide logical
names affecting all processes. Moreover, the definitions must be the same on all nodes in the
cluster. The logical name HSM$REPACK is optional.

HSM$CATALOG The HSM$CATALOG logical name points to the location of the default
HSM catalog. The catalog contains the information needed to locate a shelved file’s data in the
cache or the shelf. HSM supports multiple catalogs, which can be specified on a per-shelf basis.

War ning

Loss of any catalog isa critical problem and will probably result in losing the data for
shelved files served by that catalog.

HSM catalogs are considered critical files and should be stored on devices and in a directory that
has the maximum protection for loss. In particular:

* The devices should be shadowed to recover from disk rashes.

* The devices should be backed-up regularly, and media removed offsite, for disaster recov-
ery.

The size of the catalog file depends on the number of files you intend to shelve on the system.
Approximately 1.25 blocks are used for each copy of a file in the cache or the shelf. When a
cache copy is flushed to the shelf, the cache catalog entry is deleted. However, copies to the
nearline/offline shelf remain permanently in the catalog. For information on backing up the cata-
log, see Section 5.12.

2.11.1 HSM$MANAGER

The files stored in the location referenced by HSM$MANAGER are important in HSM opera-
tions, but can usually be recovered. These files include:

¢ Al SMU databases
¢ The shelf handler request log
e The magazine loader database, for HSM Basic mode

Loss of these files will result in a temporarily unusable HSM system, until SMU commands are
entered to restore the environment. However, as long as the catalog is available, user data can be
recovered. Although the critical level of files in HSM$MANAGER is not as high as HSM$CAT-
ALOG, the same protection mechanisms are recommended, if possible. At a minimum, a backup
of the current SMU database should always be available. The size of the files in HSM$MAN-
AGER is relatively fixed, but depends on the number of nodes in the cluster. You should allocate
5000 blocks plus 2049 blocks for each node in the cluster.

2.11.2 HSM$LOG

HSM uses the HSM$LOG location for storing event logs. These logs are written during HSM
operation, but their content is designed for the use of the system administrator to monitor HSM
activity. As such, their existence is not critical. The size of the event log files can grow rather
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large if not maintained. However, once the |ogs have been analyzed by the system administrator,
they can be RESET and then deleted.
Note.

Thedirectory specified by HSM$L OG should have no version limit for files. Failureto
do thiscould result in HSM not starting up on some nodes.

2.11.3 HSM$REPACK

HSM uses the optional HSM$REPACK logical name to point to a staging area used while
repacking archive classes. If the logical name is not defined, the repack function uses
HSM$MANAGER instead. Repack needs a staging areain order to repack files into multi-file
savesets. The staging area must be at least 100,000 blocks for repack to function. The staging
areais cleaned up after arepack operation.

Repack can be atime consuming process if the catal ogs are huge. Repack can be performed in 2
phases which is facilitated by the use of the following qualifiers:

e /REPORT

If REPORT option is specified, Repack will only perform the analysis phase of a repack and not
actual repacking. Thisfeature would be extremely useful for a system manager to:

e analyze repacking requirements/benefits
e select the most useful threshold values and
e schedule repacks at convenient times.

If used with the /SAVE option, the resultant candidates file will be saved and can be used in sub-
sequent repack/s if the system manager wants the entire repack, as analyzed, to proceed.

¢ /RESTART

Since repacks can take several hours/days to complete, it would be useful to alow the continua-
tion of arepack that had been interrupted for any reason. The /RESTART qualifier would help
do this along with /SAV E which would preserve the current candidates file. The repack can be
started later from where it left off, without a further analysis or repacking files/volumes that had
already been repacked.
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Customizing the HSM Environment

This chapter provides a task-oriented description for changing the HSM environment to better
suit your operating environment. It contains the following sections:

e Configuring a customized environment
* Implementing shelving policies

For a complete example of a custom configuration for HSM Basic mode or PLUS mode, see the
Appendix in the HSM Installation Guide.

3.1 Configuring a Customized HSM Environment

This section describes the various definitions used to customize an HSM environment and the
operations enabled and disabled by each command.

3.1.1 Customizing the HSM Facility
Commands submitted to the HSM facility control operations across the entire cluster.
Enabling and Disabling the Facility

The following options are for enabling or disabling the HSM facility using the SMU SET
FACILITY command.

IF You Wantto ... THEN Use . .

Enable all HSM operations on the SMU SET FACILITY /ENABLE=ALL
cluster

Enable shelving operationsthrough-  SMU SET FACILITY /ENABLE=SHELVE
out the cluster

Enable unshelving operations SMU SET FACILITY/ENABLE=UNSHELVE
throughout the cluster

Disable dll HSM operations on the SMU SET FACILITY /DISABLE=ALL
cluster

Disable shelving operations SMU SET FACILITY /DISABLE=SHELVE
throughout the cluster

Disable unshelving operations SMU SET FACILITY /DISABLE=UNSHELVE
throughout the cluster

3.1.2 Creating Shelf Definitions

Create shelf definitions that include the archive classes for shelving and unshelving data.
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Limitations

The following limitations apply to the number of archive classes, volume sets per archive class,
and members per volume set:

For Basic Mode Limit Plus Mode Limit
Shelve archive classes 10 10

Restore archive classes 36 36

Total archive classes 36 9999

Tape volume sets 36 Unlimited

Tape volumes per set 99 Unlimited

Prevent Inadvertent Application

To prevent inadvertent application of a new shelf definition, disable al operations with the /DIS-
ABLE=ALL qualifier and value.

3.1.3 Enabling and Disabling a Shelf Definition

There are three options for enabling and disabling shelving operations that use a particular
shelf. The following table lists the options that may be used with the SET SHELF /ENABLE or
SET SHELF/DISABLE command.

IF You Want to Control . .. THEN Use Option . ..
All HSM operations using the named shelf ALL

Shelving operations using the named shelf SHELVE

Unshelving operations using the named shelf UNSHELVE

3.1.4 Modifying Archive Classes

HSM provides multiple archive classes for you to use. You cannot modify the archive class
names. You can, however, determine the devices to which an archive class is written and reas-
sign volumesto allow you to move archive class to offsite storage.

IF You Wantto. .. THEN Use . ..

Dismount the current tape volume for specificarchive  SMU CHECKPOINT archive_id
class and continue shelving operations with the next
volume in the archive class sequence a

Assign anearline or offline tape device or magazine SMU SET DEVICE/ARCHIVE_ID
loader to a specific archive class

In HSM Plus mode, you can modify the media type and density only if the archive class has not
been used and no devices or shelves reference the archive class. You can add or remove volume
pools as desired.
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3.1.5 Creating Device Definitions

Create device definitions to identify the devices you will use for shelving operations. Also
decide whether to dedicate the devices for the sole use by HSM or to share them with other
applications.

3.1.6 Modifying Device Definitions

The device definitionslet HSM know which devicesto use for agiven archive class and whether
to dedicate or share the devices.

IF You Want to... THEN Use...

Associate a device with a specific archive class SMU SET DEVICE/ARCHIVE_ID
Dedicate a device to be used only by HSM SMU SET DEVICE/DEDICATE
Allow other operations to share a device with HSM SMU SET DEVICE/SHARED
Remove a device definition from the database HSM SMU SET DEVICE/DELETE
Disable a device for HSM use SMU SET DEVICE/DISABLE
Enable adevice for HSM use SMU SET DEVICE/ENABLE

3.1.7 Enabling and Disabling a Volume Definition

The volume definition alows you to enable and disable specific reactive policy operations or
control operations on the entire volume.

IF You Want to Control ... THEN Use Option/Qualifier...

All HSM operations on the SMU SET VOLUME/{ENABLE | DISABLE}=ALL
named volume

Shelving operations on the SMU SET VOLUME/{ENABLE [DISABLE}=SHELVE
named volume

Unshelving operations on the SMU SET VOLUME/{ ENABLE | DISABLE}=UNSHELVE
named volume

Shelving operations initiated by /SMU SET VOLUMEA ENABLE | DIS
the high water mark event ABLE}=HIGHWATER_MARK

Shelving operations initiated by /SMU SET VOLUME/{ ENABLE | DISABLE}=OCCUPANCY
the volume full event

Shelving operations initiated by /SMU SET VOLUME/A ENABLE | DISABLE}=QUOTA
the user disk quota exceeded
event

3.1.8 Working with Caches

HSM allows you to defines temporary caches or permanent caches. If you want to use magneto-
optical devices with HSM, you must define them as a cache.

IF You Wantto. .. THEN Use.. ..

Define an online disk cache SMU SET CACHE
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IF You Wantto ... THEN Use.. ..

Tell the cache to flush its data to nearline or SMU SET CACHE/AFTER
offline storage

Control whether the data shelved through the SMU SET CACHE/{BACKUP | NOBACKUP}
cacheiscopied to nearline or offline storage when

shelving occurs or when the cache is flushed

(/NOBACKUP)(/BACKUP)

Control whether files shelved to the cache are SMU SET CACHE/[NOJHOLD
deleted when the onlinefileis del eted or modified

Define amagneto-optical device as a permanent cache !/SMU SET
CACHE/BLOCK=0/BACKUP /NOINTERVAL/HIGHWATER_MARK=100

3.1.9 Enabling and Disabling a Policy Definition

You can enable or disable specific policy definitions.

IF You Wantto . .. THEN Use . ..
Enable a policy definition SMU SET POLICY/ENABLE
Disable a policy definition SMU SET POLICY/DISABLE

Disabling a policy definition affects both primary and secondary policy as follows:

« Disabling a preventive policy causes the files on any disk volume scheduled for shelving
with that policy to not be shelved with that policy. If other policies scheduled for the disk
volume are enabled, they remain operable.

e The files on any disk volume subject to a make space request-high water mark reached, vol-
ume occupancy full, or disk quota exceeded event-are not shelved when the named policy is
disabled.

3.1.10 Scheduling Policy Executions

Once you have defined and enabled preventive policies, you may want to ensure they run only at
particular times or according to some specific interval.

IF You Wantto . .. THEN Use . ..

Schedule a policy to run immediately SMU SET SCHEDULE/AFTER
Schedule a policy to run after a specific time SMU SET SCHEDULE/AFTER=time
Schedule a policy to run according to aregular SMU SET SCHEDULE/INTERVAL=delta
time interval

Schedule apolicy to run on aspecific shelf server  SMU SET SCHEDULE/SERVER=node
name

3.2 Implementing Shelving Policies

After installing HSM, you can consider, then implement, your own policies. This section pro-
vides a series of tasks implementing both preventive and reactive policies. The guidelines
expressed in this section include the commands, definitions, and values that apply to each aspect
of creating and implementing policy.
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See HSM Command Reference Guide for a complete description of the commands used in this

section.

3.2.1 Determining the Disk Volumes

Determine the disk volumes on which you want to manage storage capacity. The following
example commands are used to perform this task.

To...

Use This Command ...

Determine names of online disk volumes and the
amount of capacity used

Determine user disk quotas and shelving option
in user processes

$ SHOW DEVICE

$ RUN SYS$SY STEM:AUTHORIZE
UAF>SHOW username

3.2.2 Creating Volume Definitions

Create volume definitions for the disk volumes. Use the SMU SET VOLUME command to cre-
ate avolume definition and consider the capabilities offered by the volume definitions.

To...

Use the Qualifier . ..

Shelve contiguous files Enable all HSM opera-
tions and policies on the volume.

Enable the volume for handling a specific trigger
condition
Enable shelving or unshelving operations on the

volume

Disable all HSM operations and policies on the
volume.

Disable the volume for handling a specific trigger
condition.

Disable shelving or unshelving operations on the
volume

Define a high water mark for the volume.

Specify the policy to be executed for volume full
or high water mark events.

Specify whether placed files can be shelved.

Specify the policy to be executed for user disk
guota exceeded events

/CONTIGUOUS/ENABLE=ALL

/ENABLE=OCCUPANCY or
/ENABLE=QUOTA or
/ENABLE=HIGHWATER_MARK

/ENABLE=SHELVE or /ENABLE=UNSHELVE

/IDISABLE=ALL

/DISABLE=OCCUPANCY or /DIS-
ABLE=QUOTA or /DIS-
ABLE=HIGHWATER_MARK

/DISABLE=SHELVE or /DIS-
ABLE=UNSHELVE

/HIGHWATER_MARK=percent

/OCCUPANCY =policy_name

/PLACEMENT (default)

/QUOTA=policy_name

Identify the shelf on which to shelve this volumeissfSHELF_NAME=shelf_name

data. If you do not specify a shelf, HSM
uses HSM$DEFAULT _SHELF

Prevent Inadvertent Application

To prevent application of a new volume definition before you are ready to do so, disable all
operations with the/DISABLE=ALL qualifier and value.
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Contiguous Files

Files marked contiguous are not normally shelved. If they are, they must be unshelved contigu-
ously. The operation failsif the files cannot be unshelved contiguously.

3.2.3 Determining File Selection Criteria

Determine how files should be selected for shelving on aregular basis. The following list gives
you some planning considerations:

« Do all disk volumes require the same or different file selection criteria?

e How many users are storing data?

¢ How much data is being stored by each user?

e What is the purpose of the data stored on the defined disk volumes?

* How often are files created or extended?

*  What are the sizes of the files created or extended?

« How would applications or users having to unshelve files be affected?

 How many files are temporary or are expected to be deleted shortly after they are created?
3.2.4 Creating Policy Definitions

Create policy definitions that specify the file selection criteria anticipated to be most useful. Use
the SMU to create a policy definition considering the capabilities offered.

IF you wantto . .. THEN Use. ..

Choose afile event and time frame /BACKUPR, /CREATED, /EXPIRED, or/MODIFIED,
and /BEFORE, /ELAPSED, or /SINCE

Implement file selection algorithms LRU, STWSor /PRIMARY_POLICY and
/SECONDARY _POLICY SCRIPT.

Confirm operations with the policy /CONFIRM

Use alog file to monitor operations with the /LOG
policy definition

Specify preshelving instead of shelving opera=  PRESHELVE command
tions. Note that preshelving isonly useful for

preventive policies because preshelving does

not free disk space

Prevent Inadvertent Application

To prevent inadvertent application of a new policy definition, disable all operations with the
/IDISABLE qualifier.

3.2.5 Using Expiration Dates

If you plan on using a fileis expiration date as an event for file selection, you must make sure the
OpenVMS file system is processing them. Follow the procedure in Table 3—1 to establish file
expiration dates for the files on the disk volumes.

Verifying Privileges

You must be allowed to enable the system privilege SYSPRV or have write access to the disk
volume index file to perform this procedure.
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Setting File Expiration Dates

To set file expiration dates, follow the procedure in Table 3—11. For more information about the
OpenVMS command SET VOLUME/RETENTION, see the OpenVMS DCL Dictionary.

Table 3—1 Procedure for Setting File Expiration Dates

Step Action
1 Enable the system privilege for your process:$ SET PROCESS/PRIVILEGE=SY SPRV
2 Enable retention times for each disk volume on your system:$ SET VOLUME/RETEN-

TION=(min,[max])

For min and max, specify the minimum and maximum period of time you want the
files retained on the disk using delta time values. If you enter only one value, the
system uses that value for the minimum retention period and cal culates the maxi-
mum retention period as either twice the minimum or asthe minimum plus 7 days,
whichever isless.

Once you set volume retention on a volume, and define a policy using expiration date as a file
selection criteria, the expiration dates on files on the volume must be initialized. HSM automati-
cally initializes expiration dates on all files on the volume that do not already have an expiration
date upon the first running of the policy on the volume. The expiration date is set to the current
date and time, plus the maximum retention time as specified in the SET VOLUME/RETEN-
TION command.

After the expiration date has been initialized, the OpenVMS file system automatically updates
the expiration date upon read or write access to the file, at a frequency based on the minimum
and maximum retention times.

Example of Setting Volume Retention
The following command sets the minimum retention period to 15 days and the maximum to 20
days:
$ SET VOLUME DUAO: /RETENTI ON=(15-0: 0, 20-0:0)
The following command sets the minimum retention period to 3 days and calculates the maxi-

mum. Twice the minimum is 6 days; the minimum plus 7 days is 10. Thus, the value for the
maximum is 6 days because that is the smaller value:

$ SET VOLUME DUAL: / RETENTI ON=(3)
If you are not already using expiration dates, the following settings for retention times are sug-
gested:

$ SET VOLUME/ RETENTI ON=(1-, 0-00: 00: 00. 01)

3.2.6 Creating Schedule Definitions

Use the SMU SET SCHEDULE command to create the schedule definitions that apply the pol-
icy definitions to the volume definitions.

IF You Want To THEN Use the Qualifier

Confirm operations with the schedule /CONFIRM
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IF You Want To THEN Use the Qualifier

Specify the time that the schedule should be first /INTERVAL and /AFTER
implemented and the interval thereafter at which
the policy will be applied to the volume

3.2.7 Enabling Preventive Policy
Enable preventive policy on the system by enabling and disabling operations as follows:

Definition Enable or Disable Qualifiers

Volume /ENABLE=(SHELVINGUNSHELVING)/DIS-
ABLE=(HIGHWATER_MARK,OCCU-
PANCY,QUQOTA)

Policy /ENABLE

Shelf /ENABLE=ALL
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Using HSM

This chapter contains information about what a user, not the storage administrator or operator,
seesin an HSM environment and explains HSM functions the user can control. It includes the
following topics:

* A general description of the user's HSM environment

e Control of file shelving and unshelving

4.1 What the User Sees in an HSM Environment

If the storage administrator has defined policies that control file shelving and unshelving, you (as
a typical user) may not be aware that HSM is on the system. Shelving and unshelving files may
be almost transparent to you. Or, you may work in an environment where the storage administra-

tor lets you do more of your own data management, in which case you will know HSM is

installed. Whether or not you know HSM is on your system, there are some things you will see
that let you know just what is going on. There are a few specific ways you will know that HSM

is on the system:

e Certain qualifiers on the OpenVMS DIRECTORY command indicate the shelved status of

files.
* File access to certain files takes longer than expected.
¢ You see very few volume full or quota exceeded errors.
* You see messages that refer to shelving or unshelving.
4.1.1 Identifying Shelved Data using the DIRECTORY Command

As described in Chapter 1, HSM shelves file data but retains the file header information in online
storage. You can use the DCL DIRECTORY command, with specific qualifiers, to determine if

a file is shelved.

To find out which, if any, files have been shelved, use one of the following qualifiers on the
DCL DIRECTORY command:

« /FULL
e /SHELVED_STATE
e /SIZE=ALL

4111 DIRECTORY/FULL

The DIRECTORY/FULL command lists all available information about a file as contained in

the file header.

Example:
$ DI R/ FULL
Directory SYS$SYSDEVI CE: [ COLORADQ|
CONFI G_LOG. TXT; 1 File ID: (3346, 2,0)
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Si ze: 56/0 Owner : [ COLORADQ|
Cr eat ed: 23- SEP- 1994 12: 04: 56. 85

Revi sed: 27- SEP-1994 14:24:01.41 (7)

Expi res: <None specified>

Backup: <No backup recorded>

Ef fective: <None specified>

Recordi ng: <None specified>

File organization: Sequential

Shel ved state: Shel ved
File attributes: Al l ocation: 0, Extend: 0, dobal buffer
count: O
Version limt: 3

Record format: Variabl e [ ength, maxi num 137 bytes
Record attributes: Carriage return carriage control

RMVS attri butes: None

Jour nal i ng enabl ed: None

File protection: Syst em RWED, Owner: RAED, Group: RE, World: R
DECWSSM LOG,; 2 File ID (3270, 13,0)

Si ze: 5/ 6 Ownner : [ COLORADQ|

Cr eat ed: 26- SEP- 1994 08: 16: 14. 08
Revi sed: 27- SEP- 1994 14:24:01.47 (3)
Expi res: <None specified>

Backup: <No backup recorded>

Ef fective: <None specified>

Recordi ng: <None specified>

File organization: Sequenti al

Shel ved state: Onli ne
File attributes: Al l ocation: 6, Extend: 0, G obal buffer
count: O
Version limt: 3, Not shelvable
Record format: VFC, 2 byte header
Record attributes: Print file carriage control
RVS attributes: None
Jour nal i ng enabl ed: None
File protection: Syst em RWED, Owner: RAED, Group: RE, World:

Access Cntrl List: None

4.1.1.2 DIRECTORY/FULL for Unpopulated Index Files

If you shelve an empty (unpopulated) index file, the file size will look different after you shelve
it if you do a DIRECTORY/FULL on thefile. In Example 4-1 notice that the file size before
shelving is 3/3 and after shelving, its 0/0. When you see this, do not be alarmed. No data has
been lost. Thisisanormal representation of an unpopulated index file.

Example 4-1 Shelve an empty (unpopulated) indexed file

$ CREATE/ FDL=HSMBCATALOG. FDL EMPTY_| NDEXED. DAT

$ DI RECTORY/ FULL EMPTY_I| NDEXED. DAT

Di rectory DI SK$USERL: [ SHELVI NG _FI LES]

Exanmple 4-1 (Cont.) Shelve an enpty (unpopul ated) indexed file
EMPTY_| NDEXED. DAT; 1 File ID: (645, 26,0)

Si ze: 3/3 Oaner : [ SYSTEM

Cr eat ed: 14- MAR- 1996 14:18:13.79
Revi sed: 14- MAR- 1996 14:18:13.93 (1)
Expi res: <None specified>

Backup: <No backup recorded>

Ef fective: <None specified>

Recordi ng: <None specified>

File organization: |ndexed, Prolog: 3, Using 5 keys
Shel ved state: Online
File attributes: Al l ocation: 3, Extend: 0, Mxinum bucket size: 2

d obal buffer count: 0, Version linmt: 3
Cont i guous best try

Record format: Variabl e I ength, nmaxi mum 484 bytes, longest 0 bytes
Record attributes: None
RVMS attributes: None

Jour nal i ng enabl ed: None
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File protection: System R, Owner: RAED, Group:, World:
Access Cntrl List: None
Total of 1 file, 3/3 blocks.
$ SHELVE EMPTY_I| NDEXED. DAT
$ DI RECTORY/ FULL EMPTY_I| NDEXED. DAT
Di rectory DI SK$USERL: [ SHELVI NG _FI LES]
EMPTY_| NDEXED. DAT; 1 File ID: (645, 26,0)
Si ze: 0/0 Owner : [ SYSTEM
Cr eat ed: 14- MAR- 1996 14:18:13.79
Revi sed: 14- MAR- 1996 14:18:13.93 (5)
Expi res: <None specified>
Backup: <No backup recorded>
Ef fective: <None specified>
Recordi ng: <None specified>

File organization: |ndexed, further information shelved
Shel ved state: Shel ved
File attributes: Al l ocation: 0, Extend: 0, Mxinmum bucket size: 2

d obal buffer count: 0, Version linmt: 3
Cont i guous best try

Record format: Variabl e I ength, nmaxi mum 484 bytes, longest 0 bytes
Record attributes: None

RMVS attributes: None

Journal i ng enabl ed: None

File protection: System R, Owner: RAED, Group:, World:

Total of 1 file, 0/0 bl ocks.

4.1.1.3 DIRECTORY/FULL for Populated Indexed Files

When you shelve apopul ated index file, and do a DIRECTORY /FULL on it afterwards, the file
size will look different afterwards. In Example 4-2 you will notice that the file size went from
84/84 to 84/0. Thisisnormal. The displayed size of a populated indexed file appears normal in
the directory listing.

Example 4-2 Shelve a Populated indexed file

$ COPY HSMBCATALOG HSMBCATALOG. SYS POPULATED | NDEXED. DAT
$ DI RECTORY/ FULL POPULATED | NDEXED. DAT

Di rectory DI SK$USERL: [ SHELVI NG _FI LES]

POPULATED_| NDEXED. DAT; 1 File ID  (691,51007,0)
Si ze: 84/ 84 Oaner : [ SYSTEM

Cr eat ed: 14- MAR- 1996 14: 30:47.15

Revi sed: 14- MAR- 1996 14:30:47.31 (1)

Expi res: <None specified>

Backup: <No backup recorded>

Ef fective: <None specified>

Recordi ng: <None speci fied>

File organi zation: |Indexed, Prolog: 3, Using 5 keys

Shel ved st ate: Onli ne

File attributes: Al'l ocation: 84, Extend: 0, Maxi num bucket size: 2
d obal buffer count: 0, Version limt: 3

Record format: Variabl e | ength, nmaxi mum 484 bytes, |ongest O bytes

Record attributes: None

RMS attributes: None

Journal i ng enabl ed: None

File protection: Syst em RAED, Owner: RAED, Group: RE, Worl d:

Access Cntrl List: None

Total of 1 file, 84/84 blocks.

$ SHELVE POPULATED_| NDEXED. DAT; 1

$ DI RECTORY/ FULL POPULATED | NDEXED. DAT

Di rectory DI SK$USERL: [ SHELVI NG _FI LES]

POPULATED_| NDEXED. DAT; 1 File ID  (691,51007,0)
Si ze: 84/0 Ooaner : [ SYSTEM
Cr eat ed: 14- MAR- 1996 14: 30:47.15

Revi sed: 14- MAR- 1996 14:30:47.31 (5)

Expi res: <None specified>

Backup: <No backup recorded>

Ef fective: <None specified>

Recordi ng: <None speci fied>
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Fil e organization:
Shel ved state:
File attributes:

Record fornmat:
Record attri butes:
RMS attributes:

Jour nal i ng enabl ed:
File protection:
Total of 1 file,

4.1.1.4 DIRECTORY/SHELVED_STATE
The DIRECTORY/SHELVED_STATE command lists the files and a keyword that tellsyou if

thefileisonline or shelved.

Example:
$ DI R/ SHELVED

I ndexed, further information shelved

Shel ved

Al l ocation: 0, Extend: 0, Mxinmum bucket size: 2

d obal buffer count: 0, Version linmt: 3

Variabl e I ength, nmaxi mum 484 bytes, longest 0 bytes
None

None

None

Syst em RWED, Owner: RAED, Group: RE, World:

84/ 0 bl ocks.

Di rectory DI SKSMYDI SK: [ | AMUSER]

Al. DAT; 1 Shel ved
AA A1 Shel ved
BAD LOG N. COM 1 Shel ved
BO NK. EXE; 1 Shel ved
BU LD.DIR; 1 line
CLUSTER_END 031694. COM 1

Shel ved
CLUSTER_TEST_030194. COM 2

Shel ved
CLUSTER_TEST_030394. COM 1

Shel ved
CMA. DR 1 line
CODE. DIR; 1 line
COSI.DIR 1 line
COS|I _TEST.DIR; 1 line
Z6. DAT; 1 Shel ved
Z7.DAT; 1 Shel ved
Z8. DAT; 1 Shel ved
Z9. DAT; 1 Shel ved
Total of 153 files.

4115 DIRECTORY/SIZE

The DIRECTORY/SIZE command lists the size of the filesin the directory. The allocated file
sizefor ashelved fileis 0. If you use /SIZE=ALL, OpenVMS displays both the used and allo-
cated blocks for the files (as shown in the example below). If you use /SIZE=ALL OC, Open-
VMS displays only the allocated file size for the files.
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Example:
$ DI R/ SI ZE=ALL

Di rectory DI SKSMYDI SK: [ | AMUSER]

Al. DAT; 1 1/0

AA A1 5/ 0

BAD_LOG N. COM 1 6/ 0

BO NK. EXE; 1 10/0

BU LD.DIR; 1 4/ 24
CLUSTER_END 031694. COM 1 2/0
CLUSTER_TEST_030194. COM 2 1/0
CLUSTER_TEST_030394. COM 1 1/0
CMA. DR 1 1/3
CODE. DIR; 1 21/ 54
Cosl.DIR 1 1/ 54
COSI _TEST.DIR; 1 8/9
Z6. DAT; 1 1/0
Z7.DAT; 1 1/0
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Z8. DAT; 1 1/0
Z9. DAT; 1 1/0
Total of 153 files, 42199/42339 bl ocks.

4.1.2 Accessing Files

You use the same DCL commands and application programs to access shelved files as you
would online datafiles. If you are working on a system that is running HSM, you will notice
some differencesin file access time. When shelving is occurring, file access time may be tempo-
rarily lengthened while the shelving process completes.

When you access a currently shelved file through aread, write, extend, or truncate operation, it
may take longer for that file to be accessed than you would expect. You may see a message indi-
cating that unshelving is occurring.

Depending on the storage device being used to shelve and unshelve the data, you may experi-
ence a large or small increase in the access time. Table 4-1shows how various storage devices
relate to file access time in an HSM environment.

Table 4-1 Typical File Access Time by Storage Device

Storage Device Typical Access Time

HSM cache Approximately two times the normal accesstime
for online storage

Magneto-optical jukebox Within 30 seconds

Nearline robotic tape Less than 5 minutesdevice

Offline device using human retrieval May range from minutes to several days

These access times depend on the type of storage device used, rather than on the working time of
HSM. In other words, if you already use various storage devices to access your data, using HSM
will not significantly increase your access time.

4.1.3 Decreasing Volume Full and Disk Quota Exceeded Errors

Well-defined shelving policies will decrease the number of volume full and user disk quota
exceeded conditions on your system. However, if the volume should become full or if you
exceed your OpenVMS-defined disk quota, HSM may shelve files according to policies defined
by the storage administrator.

4.1.4 Viewing Messages

When you access a currently shelved file through a read, write, extend, or truncate operation,
you might see a message like this:

%HSM | - UNSHLVPRG, unshelving file $1$DUAO: [ MY_Dl R] AARDVARKS. TXT

If you attempt to create or extend a file and there is not enough space available to do so, you
might see this message:

%1SM | - SHLVPRG, shelving files to free di sk space

You see these messages only if you have enabled /BROADCAST on your terminal.
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4.2 Controlling Shelving and Unshelving

From your perspective, shelving and unshelving files can be defined to occur automatically or
manually. In the case of automatic shelving and unshelving, the storage administrator defines
policies that control this behavior and you may not realize shelving and unshelving are occur-
ring. In the case of manua shelving and unshelving, you issue specific commands to shelve and
unshelvefiles.

4.2.1 Automatic Shelving Operations

If the storage administrator defines policies to shelve and unshelve files, you do not need to spe-
cificaly request files be shelved and unshelved. In this case, the storage administrator decides
when data ought to be shelved based on various criteria discussed in Chapter 2.

You may not notice when the files are shelved and may only notice when afile is unshelved if
the file access time is significantly longer than expected. You can find out if you have shelved
files using the qualifiers discussed above for the DIRECTORY command.

4.2.2 User-Controlled Shelving Operations
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To specifically shelve afile (or files), use the DCL SHELVE command or the DCL
PRESHELYV E command.

Using the SHELV E command frees up disk space by shelving files you do not expect to need
soon and by minimizing the possibility that files you do intend to use are not shelved automati-
cally.

Using the PRESHELV E command copies thefile to shelf storage. The datain the fileremainsin
your work area. Preshelving files allows the system to respond more rapidly when it needsto
free up disk space for use.
Note.
To shelve afile, you must have READ and WRITE accessto that file.

Canceling an Explicit SHELVE or PRESHELVE Operation

To stop an explicit shelving operation, type Ctrl/Y. The operation will complete on the file that

is currently being shelved. All files that were shelved before you entered the Ctrl/Y will remain
shelved. To cancel any remaining pending operations, you must reenter the command using the
/ICANCEL quadlifier, as shown in the following example:

$ SHELVE *. TXT Ctrl/Y
$ SHELVE/ CANCEL *. TXT

File Selection for Explicit Shelving

HSM provides three methods to select files for explicit shelving:

«  Explicitly naming files
You can use one or more file specifications, including wildcards.

¢ File event and time span

You can include files based on a time span around one of four file dates. The file dates used
include the following:

Creation date

Backup date

Modification date

Expiration date

Time values are specified with the /SINCE and /BEFORE qualifiers.
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* File size

In addition to specifying file names, file dates, and time spans, you have the option of fur-
ther limiting the files selected for shelving. The additional criteria considers file size and is
specified with the /SELEC qualifier. Table 4-2 lists three options for applying the /[SELECT
qualifier.

Table 4-2 File Selection

Files with Block Sizes . .. Enter This Qualifier and Option . . .

Smaller than that specified /SELECT=SIZEEMAXIMUM=n

Greater than or equal to that specified /SELECT=SIZE=MINIMUM=n

Falling within the specified range [SELECT=SIZE=(MINIMUM=n,MAXI-
MUM=m)

Shelving or Preshelving Specific File Versions

You have the option of specifying the number of file versions you shelve or preshelve with any
manual operation. In most cases, you want to shelve the earlier versions of a file, leaving later
versions of the file available for immediate access.

To specify the number of versions to keep in primary storage, use the /KEEP qualifier with the
SHELVE or PRESHELVE command.

Time to Complete Shelving Operations

When you enter the PRESHELVE or SHELVE command, the amount of time taken to complete
the operation depends on the following factors:

«  The amount of data

The number and size of the files to be preshelved or shelved will determine how long the
operation takes. More and/or larger files require more time to process than fewer and/or
smaller files.

¢ Online cache

When you implement online cache, the operation requires approximately twice the amount
of time taken to perform an OpenVMS COPY operation to copy the files to another disk.

e Using the INOWAIT qualifier

By using the /INOWAIT qualifier, HSM returns control of the user process in which the
PRESHELVE or SHELVE command was entered. The operation is then carried out in the
context of the HSM system process.

4.2.3 Unshelving Files

You can cause a shelved file to be returned to primary storage through one of the following
methods:

* Enter a DCL command to read, write, extend, or truncate a shelved file. This causes a file
fault that initiates an implicit HSM unshelving operation.

e Use the UNSHELVE command to explicitly unshelve a file. This operation requires that
you have read access to the file.

When you access the data of a shelved file through a file fault, you will receive the follow-
ing message as the file is being routinely unshelved:
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$ EDI T AARDVARKS. TXT
%HSM | - UNSHLVPRG, unshelving file $1$DUAO: [ MY_Dl R] AARDVARKS. TXT

Canceling an UNSHELVE Request

To cancel an implicit unshelving of afile, enter Ctrl/Y. This action immediately stops the opera-
tion and resultsin the file remaining at its status before you entered the command that caused the
file to be unshelved.

To stop an explicit unshelving operation, enter Ctrl/Y. The operation will complete on the file
that is currently being unshelved. All filesthat were unshelved before you entered the Ctrl/Y will
remain unshelved. To cancel any remaining pending operations, you must reenter the command
using the /CANCEL quadlifier, as shown in the following example;

$ UNSHELVE *. TXT Ctrl/Y
$ UNSHELVE/ CANCEL *. TXT

4.3 Finding Lost Data

If you have lost data you think was shelved, see your storage administrator. There are several
procedures, explained in Section 5.9, that the storage administrator can use to find the lost data.

4.4 Working with Remote Files

You can perform all regular DCL command line operations on filesresiding in a system or
VM Scluster from a remote node in the same manner as you can for operations on alocal node.
However, you cannot use the HSM DCL commands (SHELV E, PRESHELVE, and
UNSHELVE) on remotefiles.

Implicit shelving and unshelving operations are possible for remote systems. Unlike local opera-
tions, you do not receive the "Unshelving filename" or "Shelving Files To Free Disk Space” sta-
tus messages for remote operations.

If you cancel an implicit operation on afile from aremote node (implicit operations only are
allowed), the operation will continue at the HSM system, but the request will be canceled with-
out returning the result of the operation to the remote node.

4.5 Resolving Duplicate Operations on the Same File

If two users simultaneously enter duplicate command on the same file, HSM performs the oper-
ation for both users asif each had entered the command alone. For example, if an UNSHELVE
command is entered on the same file, HSM unshelves the file once and issues duplicate success

messages.

4.5.1 Resolving Conflicting Operations on the Same File
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If two users simultaneously enter conflicting commands on the same file, the action taken by
HSM is dependent upon the nature of the conflicting commands. A summary of the actions taken
by HSM is given in Table 4-3.

Table 4-3 How HSM Resolves Conflicting Requests

THEN this operation is

WHEN the first request is AND the next request is ...
. canceled...

DELETE PRESHELVE PRESHELVE
DELETE UNSHELVE UNSHELVE
PRESHELVE DELETE PRESHELVE
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4.6 Controlling Other HSM Functions

Table 4-3 How HSM Resolves Conflicting Requests

WHEN the first request is

AND the next request s ...

THEN this operation is

canceled...
PRESHELVE SHELVE PRESHELVE
PRESHELVE UNSHELVE PRESHELVE
SHELVE DELETE SHELVE
SHELVE PRESHELVE PRESHELVE
DELETE SHELVE SHELVE
SHELVE UNSHELVE SHELVE
UNSHELVE DELETE UNSHELVE
UNSHELVE PRESHELVE PRESHELVE
UNSHELVE SHELVE SHELVE

e Unshelve means either an explicit UNSHELVE or a file fault.

« Shelve means either an explicit SHELVE or a make space request.

4.6 Controlling Other HSM Functions

In addition to explicitly shelving and unshelving files, you can perform the following file man-

agement tasks:

e Use the SET FILE/NOSHELVABLE to specify that a file be excluded from HSM shelving
and preshelving operations. The default is to have all files shelvable.

e Use the SET PROCESS/NOAUTO_UNSHELVE to require that a file be unshelved through
an explicit UNSHELVE command only. Accessing a file from a process on which this con-
dition is set will result in a message that you must explicitly unshelve the file. The default is
that all shelved files can be implicitly unshelved by HSM.

Check with your system manager to determine if the defaults have been changed for your instal-

lation.

Using HSM 4-9






5

Managing the HSM Environment

This chapter provides information on managing and maintaining your systemsin an HSM envi-
ronment. Storage administrators will find thisinformation especially useful. This chapter is
divided into two main parts:

13. Normal system management operations that require some changes due to the presence of
HSM. It isimportant that these procedures be following to maintain correct system opera-
tion and data integrity in an HSM environment. Such operations include:

— Dismounting disks
— Copying shelved files
— Renaming disks
— Restoring files to another disk
14. System management operations that are required to support HSM. These operations include:
— Protecting system files from shelving
DFS, NFS, and PATHWORKS access support

— Ensuring data safety with HSM

— Using backup strategies with HSM

— Recovering lost user data

— Disaster recovery

— Maintaining shelving policies

— Managing HSM catalogs

— Repacking archives and shelf volumes
— Replacing and creating archive classes
— Replacing a lost or damaged shelf volume
— Catalog analysis and repair

— Consolidated backup with HSM

— Determining cache usage

— Maintaining file headers

— Eventlogging

— Activity logging

— Converting from Basic mode to Plus mode
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5.1 Dismounting Disks

When HSM performs shelving operations on online disk volumes, it opens a file on each disk.
Thisfile can remain open for extended periods of time. If you need to dismount a disk that sup-
ports HSM operations, you may need to disable the HSM operations before the dismount can
take place.

For normal online volumes that HSM has accessed, disable al HSM operations on the disk:
$ SMU SET VOLUME devi ce_name / Dl SABLE=ALL
In addition, if the disk has been defined as an HSM cache device, delete the cache definition or
disable the cache:
$ SMU SET CACHE devi ce_nanme/ DELETE
Because the cache disk contains files necessary to support HSM, the disk cannot be dismounted

until all the cache files are flushed to the nearline/offline archive classes. Deleting the cache ini-
tiates a cache flush, which may take from minutes to hours to compl ete.

If you need to dismount the disk immediately for any reason (without initiating a cache flush),
you should disable the cache instead using the following command:

$ SMU SET CACHE cache_nane /Dl SABLE
Note that if you dismount a cache disk, users will not be able to access shelved file data that
remains in the cache.

You should not dismount the disks referenced by the logical names HSM$CATALOG,
HSM$MANAGER, or HSM$L OG, otherwise you will seriously disrupt HSM operations. If this
is absolutely necessary, follow these procedures:

e Shut down HSM

« Define a new location for the appropriate logical names

e Copy HSM$*.* from the old locations to the new locations
e Start up HSM

If you need to dismount a disk containing a shelf catalog, you should move the catalog to another
disk using the SET SHELF command prior to dismounting the original disk. For example:

$ SMU SET SHELF shel f _name/ CATALOG=new_| ocati on

Note that this operation may take tens of minutes to hours to complete. See Section 5.12 for
more details on this operation.

5.2 Copying Shelved Files

Very often, it is necessary to move a directory tree of files from one location to another, most
often to a new larger disk. If you use the normal OpenVMS facilities COPY or BACKUP to per-
form this operation, any shelved files in the source directory will be unshelved prior to copying
to the destination. While this is safe, it is usually undesirable because it forces the unshelving of
dormant data, which only becomes active due to the COPY or BACKUP being performed.

HSM provides a means to copy shelved files in the shelved state and update the HSM catalog to
the new locations. This is achieved by using the SMU COPY command, which accepts a full file
specification as input, and a disk/directory specification on output - files are not renamed.

If you are "moving" shelved files from one location to another on the same disk, the OpenVMS
RENAME command is recommended. SMU COPY should be used to copy shelved files to
another disk in the same HSM environment. If you are copying files to be taken to a different
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system (outside of the current HSM environment), then COPY or BACKUP should be used to
unshelve the files prior to the copy.

The SMU COPY command implicitly usesthe BACKUP utility which has different semanticsto
the OpenVM S COPY command, especially when using wildcard directory trees. Therefore, you
should review the behavior of BACKUP wildcard operations when using this command. Specif-
ically, the following are examples of correct operation:

$ SMU COPY DI SK$USERL: [ JONES. . .]*.*;* DI SK$USER15: [ JONES. . . ]

$ SMUCOPY DI SK$PRODL: [ ACCOUNTS. .. ] *. *; * DI SK$PRODARC: [ ARCHI VE. ACCOUNTS. . . ]
$ SMU COPY $1$DKA100: [ 000000...]*.*;* $15$DKA100:[*...]

The first example moves user JONES' directory tree from one disk to another, preserving all
subdirectories from the input disk on the output disk.

The second example moves all files from DISK$PROD1:[ACCOUNTS...] and all subdirectories
to a new disk and new subdirectory structure, preserving all subdirectories from
DISK$PROD1:[ACCOUNTS] to DISK$PRODARC:[ARCHIVE.ACCOUNTS].

The third example moves all files from $1$DKA100: to $15$DKA100: preserving all subdirec-
tories. Note, however, that the following syntax does not provide the expected results:

$ SMJU COPY $1$DKA100: [ 000000...]*.*;* $15$DKA100: [ 000000. . .]

The above example flattens the (sub)directory structure in somewhat unpredictable ways, which
is usually not desired. Please avoid this form of the command.

Note also that SMU COPY will not preserve more than seven levels of subdirectory, which is a
restriction imposed by BACKUP.

Warning
Do not use HSM$BACK UP to copy shelved files from one disk to another. Whilethis
might appear to work, theHSM catalog is not updated and the output files may not be
ableto be unshelved. SMU COPY istheonly supported mechanism to copy shelved
filesfrom onelocation to another.

5.3 Renaming Disks

It is often necessary to rename disks on the system, and this has an impact on the ability of HSM
to process shelved files. There are two ways to rename disks from an HSM viewpoint:

e Change a logical name pointing to a disk, but leaving the alldevnam alone. For example,
you may change the logical name pointing to $1$DKA100: from DISK$CURRENT _
ACCOUNTS to DISK$PAST ACCOUNTS, but the actual contents of the disk as referred
to by its alldevnam does not change. For this kind of change, no HSM action is required,
since HSM stores catalog information usaitfdevnam.

¢ Rename the alldevhame of a disk in any way. For example, you might want to change the
allocation class of a disk from $2$DUA400: to $15$DUA400:, or change the physical unit
number of a disk.

If you perform the second type of rename you must:

¢ Ensure that the SMU volume database for the old and new disk names refer to the same
HSM shelf. This is vital so that HSM can access the correct catalog for access. There are
three possible valid configurations:

— Neither volume is defined in the SMU database, and by default use the shelf defined in
the default volume record
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— Both volumes are defined in the SMU database, and both are using the same shelf (not
necessarily the default shelf)

— One of the volumes is defined in the SMU database, and this volume uses the same
shelf as defined in the default volume record

¢ Run SMU ANALYZE/REPAIR on the newly-renamed disk. This creates catalog entries for
(pre)shelved files on the new disk.

Note

Please notethat failureto assign the same shelf for the old and new disksand/or failure
torun SMU ANALYZE/REPAIR after the name change may result in the inability
to unshelvefiles.

5.4 Restoring Files to a Different Disk

Very often after a disk failure, or other reason, it is desirable to restore files from a backup copy
to a different disk than the one from which the backup was originally taken. If the backup copy
contains shelved and preshelved files, such a restore will create a discrepancy between the online
location of the files, and the location stored in the HSM catalogs.

As such, it is necessary to perform the same recovery operations as for renaming disks, namely:
« Ensure the new disk name is served by the same shelf as the original disk

* Restore the files

¢ Run SMU ANALYZE/REPAIR to correct the HSM catalog information for the new disk

See Section 5.3 for complete details.
5.5 Protecting System Files from Shelving

There are certain critical files that you must not delete or shelve if you are using HSM. These
files include:

e Critical HSM product files

¢ OpenVMS operating system files on the system disk

e Other files that HSM will not shelve

Considerations regarding the handling of these files are discussed in this section.

5.5.1 Critical HSM Product Files

The HSM product files listed in Table 5-1 must not be deleted or shelved. During installation,
these files are protected from deletion and marked /INOSHELVABLE, but care must be taken to
prevent inadvertent deletion or shelving.

Compag strongly recommends that the disks on which these files reside be shadowed and backed
up on a regular basis (both image and incremental).1

Table 5—-1 Critical HSM Files

Files Remarks
HSM$CATALOG:* *;* Required HSM default catalog file.
HSM$MANAGER:* *;* Required HSM database files.
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Table 5—-1 Critical HSM Files

Files Remarks

[0OOOOO0]HSM$UID.SY'S Contains the volume UID structure. Note that
HSM$UID.SY Sisnot created until the first use of HSM
after installation. There will be an HSM$UID.SY Sfile on
each volume that has HSM  operations enabled.

Any shelf catalog Defined in the shelf structure

Shelf Catalogs

The HSM shelf catal ogs contain the information needed to locate and unshelve al files that have
been shelved. The catalog locations are defined in the SMU SHELF database. It isrecommended
that all catalog names begin with "HSM$" to preclude any possibility that they could be shelved.
If ashelf catalog suffers an unrecoverable loss, access to the associated shelved file datacan aso
be lost. For this reason, the shelf catalogs are an essential part of the HSM environment.

You must protect the shelf catalogs from loss or corruption by using one or more of the foll ow-
ing procedures:

* Backing up the catalogs on a regular basis; daily backups are recommended
* Shadowing the disk(s) containing the catalogs

« For additional protection, periodically copying the catalog files to different file names and
locations

Recovering Critical Files

If any or all of the critical HSM product files are deleted, they should be restored from the latest
backup sets as soon as possible. HSM should be shut down during the restore process.

Data shelved since the last backup may be lost.
5.5.2 OpenVMS System Files and System Disks

Compag recommends that shelving be disabled on system disks. If shelving is allowed on sys-
tem disks, critical files may be shelved when a policy is triggered. Serious performance degrada-
tion or a deadlock during boot operations may result when these files are accessed. You can
disable shelving on system disks with the following command:

SMU> SET VOLUME/ DI SABLE=ALL SYS$SYSDEVI CE:

If shelving is allowed on system disks, care should be taken to avoid shelving system-critical
files by using SET FILE/NOSHELVABLE for each system file. The HSM installation process
will perform this operation on OpenVMS system files but not on layered product files. Certain
files on the system disk have the INOSHELVABLE flag set by default. These flags should not
be reset.

5.5.3 Files Not Shelved
HSM does not shelve or preshelve the following files:
« Directory files
e Open files
e Deleted and corrupted files

o Empty files
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» Files whose names begin with HSM$
« Files with defined logical block placements (optional)
e Files marked by the SET FILE /NOMOVE command

e Files marked by the SET FILE /NOSHELVABLE command

e Files on volumes marked by the SMU SET VOLUME volume_name/DISABLE=SHELVE
command

e Contiguous files (optional, see Section 5.7.2)

* Files that are larger than 45 percent of the total online volume capacity

5.6 DFS, NFS and PATHWORKS Access Support

HSM Version 3.0A supports access to shelved files from client systems where access is through
DFS, NFS and PATHWORKS. At installation, HSM sets up such access by default. However,
you may want to review this access and change it as needed, because it can potentially affect all
accesses.

5.6.1 DFS Access

File faulting (and therefore file events) work as expected, with the exception of Ctrl/Y. Typing
Ctrl/Y during a file fault has no effect. The client process waits until the file fault completes and
the file fault is not canceled.

In addition, with DFS one can determine the shelved state of a file just as if the disk were local
(i.e. DIRECTORY /SHELVED and DIRECTORY/SELECT both work correctly).

The SHELVE and UNSHELVE commands do not work on files on DFS-served devices. The
commands do work on the cluster that has local access to the devices, however.

5.6.2 NFS Access

The normal default faulting mechanism (fault on data access), does not work for NFS-served
files. The behavior is as if the file is a zero-block sequential file. Performing "cat", for example,
(or similar commands) results in no output.

However, at installation time, HSM Version 3.0A enables such access by defining a logical
name that causes file faults on an OPEN of a file by the NFS server process. By default, the fol-
lowing logical name is defined:

$ DEFI NE/ SYSTEM HSMSFAULT_ON_OPEN " NFS$SERVER'
This definition supports access to NFS-served files upon an OPEN of a file. If you do not want
NFS access to shelved files, simply de-assign the logical nhame as follows:

$ DEASSI GV SYSTEM HSMSFAULT_ON_OPEN

For a permanent change, this command should be placed in:
SYS$STARTUP: HSMBLOG CALS. COM
For NFS-served files, file events (device full and user quota exceeded) occur normally with the

triggering process being the NFS$SERVER process. The quota exceeded event occurs normally
because any files extended by the client are charged to the client’s proxy not NFS$SERVER.

If the new logical is defined for the NFS$SERVER, the fault will occur on OPEN and will
appear transparent to the client, with the possible exception of messages as follows:
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% cat /usr/bubbl e/shel ve_test.txt.2
NFS2 server bubble not responding still trying
NFS2 server bubble ok

The first message appears when the open doesn’t complete immediately. The second message
(ok) occurs when the open completes. The file contents, in the above example, are then dis-
played.

Typing Ctrl/C during the file fault returns the user to the shell. Since the NFS server does not
issue an |0$_CANCEL against the faulting I/O, the file fault is not canceled and the file will be
unshelved eventually.

It is not possible to determine whether a given file is shelved from the NFS client. Further, like
DFS devices, the SHELVE and UNSHELVE commands are not available to NFS clients.

5.6.3 PATHWORKS

Normal attempts to access a shelved file from a PATHWORKS client initiate a file fault on the
server node. If the file is unshelved quickly enough (e.g. from cache), the user sees only the
delay in accessing the file. If the unshelve is not quick enough, an application-defined timeout
may occur and a message window pops up indicating the served disk is not responding. The tim-
eout value depends on the application. No retry is attempted. However, this behavior can be
modified by changing HSM’s behavior to a file open by returning a file access conflict error,

upon which most PC applications retry (or allow the user to retry) the operation after a delay.
After a few retries, the file fault will succeed and the file can be accessed normally. To enable
PATHWORKS access to shelved files using the retry mechanism, HSM defines the following
logical name on installation:

$ DEFI NE/ SYSTEM HSMBFAULT_AFTER_OPEN " PCFS_SERVER, PVRK$LMSRV'

This definition supports access to PATHWORKS files upon an OPEN of a file. If you do not
want PATHWORKS to access shelved files via retries, simply de-assign the logical name as fol-
lows:

$ DEASSI GV SYSTEM HSMBFAULT_AFTER_OPEN

For a permanent change, this command should be placed in:
SYS$STARTUP: HSMSLOG CALS. COM

The decision on which access method to use depends upon the typical response time to access
shelved files in your environment.

If the logical name is defined, HSM imposes a 3-second delay in responding to the OPEN
request for PATHWORKS accesses only. During this time, the file may be unshelved: other-
wise, a "background" unshelve is initiated which will result in a successful open after a delay
and retries.

At this point, the file fault on the server node is under way and cannot be canceled.

The affect of the access on the PC environment varies according to the PC operating system. For
windows 3.1 and DOS, the computer waits until the file is unshelved. For Windows NT and
Windows-95, only the windows application itself waits.

File events (device full and user quota exceeded) occur normally with the triggering process
being the PATHWORKS server process. The quota exceeded event occurs normally because
any files extended by the client are charged to the client’'s proxy not the PATHWORKS server.

It is not possible from a PATHWORKS client to determine whether a file is shelved. In addition,
there is no way to shelve or unshelve files explicitly (via shelve or unshelve commands). There
is also no way to cancel a file fault once it has been initiated.

Managing the HSM Environment 5-7



Managing the HSM Environment
5.7 Ensuring Data Safety with HSM

Most PC applications are designed to handle "file sharing" conflicts. Thus, when HSM detects
the PATHWORKS server has made an access request, it can initiate unshelving action, but
return "file busy". The typical PC application will continue to retry the original open, or prompt
the user to retry or cancel. Once the file is unshelved, the next OPEN succeeds without shelving
interaction.

5.6.4 Logical Names for NFS and PATHWORKS Access

Asjust discussed, HSM supports two logical names that alter the behavior of opening a shelved
filefor NFSand PATHWORKS access support. These are:

e HSM3$FAULT_ON_OPEN - This logical name forces a file fault on an Open of a file for the
processes listed in the equivalence name, and the open waits until the file fault is com-
plete. Designed for use with the NFS server.

e HSM3$FAULT_AFTER_OPEN - This logical name forces a deferred file fault on the file
when it is opened. If the fault completes within three seconds, the open completes success-
fully, otherwise it fails with "file busy", but initiates a "background" file fault. Repeated
attempts to open the file will eventually succeed. Designed for use with the PATH-
WORKS server.

The default behavior is to perform no file fault on Open; rather the file fault occurs upon a read
or write to the file.

Each logical name can take a list of process hames to alter the behavior of file faults on open. For
example:

$ DEFI NE/ SYSTEM HSMSFAULT_ON OPEN " NFS$SERVER, USER SERVER, SM TH'
The HSM$FAULT_ON_OPEN can also be assigned to "HSMS$ALL", which will cause a file
fault on open for all processes. This option is not allowed for HSM$FAULT_AFTER_OPEN.

As these logicals are defined to allow NFS and PATHWORKS access, they are not recom-
mended for use with other processes, since they will cause many more file faults than are actu-
ally needed in a normal OpenVMS environment. When used, the logicals must be system-wide,
and should be defined identically on all nodes in the VMScluster environment.

These logical name assignments or lack thereof take effect immediately without the need to
restart HSM.

5.7 Ensuring Data Safety with HSM

This section explains specific considerations about keeping shelved data safe.
5.7.1 Access Control Lists for Shelved Files

Access control lists (ACLs) for shelved files should not be deleted. In particular, the following
commands should not be entered for shelved or preshelved files:

$ SET ACL / DELETE=ALL
$ SET FILE /ACL / DELETE=ALL

If the ACLs for shelved files are deleted, data is usually recovered automatically because a full
catalog scan is performed. This causes a degradation of HSM performance. If the catalog scan
fails, the data usually can be recovered manually using the SMU LOCATE command.

You may modify or delete ACE entries not used by HSM, for example, file protection ACEs.
5.7.2 Handling Contiguous and Placed Files

By default, HSM does not shelve files marked contiguous, files that must occupy sequential
blocks of disk space. If these files are shelved, HSM will not unshelve them to noncontiguous
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disk space. If HSM cannot unshelve the file to contiguous space, it aborts the operation and dis-
plays an error message. When this happens, defragment the disk to restore contiguous space and
retry the operation.

Placed files are files that are placed on specific blocks of disk space by an application. By
default, HSM shelves these files, but does not necessarily unshelve placed files to their original
location on the disk volume.

Usually, this change is not critical to the operation of an application. If a problem ariseswith a

placed file after unshelving, the file should be set to NOSHELVABLE, or you can use the SMU
SET VOLUME/NOPLACEMENT command to cause these files to not be shelved for a speci-

fied volume.

5.8 Using Backup Strategies with HSM

This section explains backup strategies you may want to use to protect data shelved through
HSM. There are severa areas of concern:

e Backing up critical HSM files

e Backing up data shelved through HSM

* Backing up information stored in an online cache
5.8.1 Backing up Critical HSM Files

As explained in Section 5.5.1, HSM requires certain files to operate. To facilitate HSM recovery
in the event a disaster occurs, Compag strongly recommends you backup these critical files
using one of the methods described in this section. This is a preventive situation; if you do not
use one of these methods to backup the critical files, you may not be able to easily recover
shelved data after a disaster.

5.8.1.1 Defining a Backup Strategy

If you already have a backup strategy designed and implemented on your system for the volume
on that the critical HSM project files reside, then these files will be backed up as part of that
implementation.

If, however, you do not have an existing strategy defined, you will need to define one. You need
to consider the following things:

¢ What data needs to be saved

* How often does that data need to be saved

e Where does the data need to be stored when saved
5.8.1.2 Using OpenVMS BACKUP to Save the Files

The OpenVMS BACKUP utility provides two major methods of backing up your files: image
backup (also called full backup) and incremental backup. The image backup saves all files on a
disk into a save set. The incremental backup saves only those files that have been created or
modified since the last image or incremental backup.

5.8.1.3 Maintaining a Manual Copy of the Files

If you do not want to use a general backup strategy or product to back up your critical HSM files
or if you just want an additional way to ensure they are safe, you can always create manual cop-
ies of the files. Just use the OpenVMS COPY command to copy the files to another location,
probably on another disk. If you do this, Compaq recommends you develop an automated proce-
dure to do this on a regular basis.
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5.8.2 Backing Up Shelved Data

Once data is shelved, there are several mechanisms you can use to ensure thereis a backup copy
of that data:

« Use multiple archive classes for each shelf
* Move archive classes to offsite locations

« Use OpenVMS BACKUP to back up the shelved file headers for disaster recovery purposes
(image backup only)

5.8.2.1 Considerations for OpenVMS BACKUP and Shelving

If you want to use OpenVMS BACKUP to maintain backup copies of your shelved data, there
are some specific issues you need to consider.

Image Backups

HSM can reduce the amount of space needed on your image backups, and the time required to do
them. When doing image backups under HSM, only the file headers of shelved files are backed
up. The data itself remains shelved.

Incremental Backups

Files modified since the last backup are backed up as a part of the incremental process unless
specifically excluded. If a modified file is shelved before the next incremental backup, it is
unshelved for the incremental backup.

To avoid the delay caused by retrieving file contents needlessly during an incremental backup,
you should do incremental backups at a shorter interval than specified by HSM policy. This
causes the files to be backed up before being shelved, thereby avoiding the unshelving delay.

When planning your image backups, remember that only the file headers are backed up. If you
have shelved a file that has been modified or created since the last incremental backup, its data is
not backed up. This can be avoided by keeping the files online for at least one incremental
backup.

When an otherwise unmodified file is shelved, it is not unshelved and backed up again during
the next incremental backup because its revision date is not changed by the shelve operation.
This precludes unnecessarily long incremental backup times when infrequently used files are
shelved.

5.8.2.2 Using Multiple HSM Archive Classes for Backup

Safety of shelved data is ensured by establishing multiple archive classes per shelf. Through the
multiple archive classes, duplicate copies of your data are automatically made when files are
shelved. Compag recommends that one or more of these copies be stored in the same place as
your system backups, perhaps in a remote location and preferably in a vault.

5.8.2.3 Storing HSM Archive Classes Offsite

The SMU CHECKPOINT command allows you to dismount the current tape used for shelving
that is associated with a specific archive class. In this way, copies can be removed from the sys-
tem and separately stored for disaster recovery purposes. The next shelve operation for the
archive class will be applied to the next tape volume for the archive class.

5.8.3 Backing Up Data Stored in an Online Cache

Because an online cache is part of online storage, it is backed up as part of your defined backup
strategy. If, however, you use the online cache as a staging area to a shelf, there are some addi-
tional considerations for ensuring the information in the cache is backed up.
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5.8.3.1 Flushing the Cache

When you "flush" the cache, data that was stored in the cache is copied to the specified nearline
or offline device. Once the copy is complete, the datain the cache is deleted. As aresult, you
need to ensure that the data is backed up while in the cache or is flushed to multiple archive
classes for shelf storage.

5.9 Finding Lost User Data

There are two particular areasin which HSM can be used to recover lost user data:
e Access to shelved data has been lost
¢ Anonline file header has been deleted

In each of these instances, if you have defined multiple archive classes for HSM, you should be
able to retrieve the data automatically from one of the defined archive classes. In other instances,
such as when the online file has been deleted, you may need to use SMU LOCATE to find the
shelved file data.

Using SMU LOCATE

The SMU LOCATE command retrieves full information about a file’s data locations from the
shelving catalog. SMU LOCATE reads the HSM catalog(s) directly to find a shelved file’s data
locations.

You should note that SMU LOCATE does not work quite the same way as a typical OpenVMS
utility when it comes to look-up and wildcard processing. The file-descriptor you supply as input
(including any wildcards) applies to the file as stored in the HSM catalog at the time of shelving.
Thus, for example:

¢ You may locate a shelved file by name, even if it has been deleted from the online system,
unless the file was shelved to a cache defined with /NOHOLD.

e If the file has been renamed on the online system, you should use the old name (current at
the time of shelving) to locate it.

* You also can identify a file by file identifier (FID), which together with a device name,
uniquely identify a file, regardless of any renaming that may have been done after shelv-

ing.

« If you do not specify a device and/or directory in the SMU LOCATE command, it uses a
default of *:[000000...]*.*;*.

When you retrieve information using SMU LOCATE, several instances or groups of stored loca-
tions may be displayed. These reflect the locations of the file when it was shelved at various
stages of its life. You should carefully review the shelving time and revision time of the file to
determine which, if any, is the appropriate copy to restore.

Recovering Data from a Lost Shelved File

Although HSM tries to restore data from all known locations automatically, even when some of
the file’s metadata is missing, there may be occasions when this fails. In these situations, you
should use SMU LOCATE to locate the file’s data, then attempt to restore the data through
BACKUP (from tape) or COPY (from cache).

If the user is certain file data was shelved, but is unable to simply retrieve that data through
either an implicit or explicit unshelving operation, use the following procedure to find and
retrieve the missing data:

1. Use SMU LOCATE to search the shelving catalog for the location of the shelved data.
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2. Try to unshelve the data, perhaps using UNSHELVE /OVERRIDE.

3. If thisfails, use BACKUP to restore the data from nearline or offline media or use the
COPY command to restore the data from an online cache.

5.10Disaster Recovery

HSM providestools that allow you to prevent loss of HSM data. This section describes various
ways you can use these tools.

5.10.1 Recovering Data Shelved Through HSM

If you have a site disaster in which your onsite data is unavailable, you may be able to recover
that datafrom BACKUP files and tapes dismounted using the SMU CHECKPOINT command.

Once onsite, the following sequence is recommended:

1. Using the OpenVMS BACKUP utility, restore your files from the most recent image
backup.

2. Then, also using the OpenVMS BACKUP utility, restore any since that image backup.

3. For any additional data you shelved and moved offsite through SMU CHECKPOINT, use
the media with your archive classes from the offsite storage location as your shelf media.

4. Finally, in case another disaster occurs, you should  recreate the offsite archive class, or
selected volumes, by using SMU REPACK and the /[FROM_ARCHIVE qudlifier. This
allows you to either keep the formerly offsite volume onsite and take the new volumes off-
site, or keep the new volumes onsite and remove the original offsite volumes back offsite.
Alternatively, you could use the SHELVE/SELECT=NOONLINE command to reshelve
files, although this is much slower.

5.10.2 Recovering Critical HSM Files

If you lose any of the following HSM data, you must recover it before HSM will function cor-
rectly:

¢ HSM database
e HSM catalogs
e HSMSUID files

Recovering Critical Files

If any or all of the critical HSM product files are deleted and you have backed up this informa-
tion through a mechanism such as the OpenVMS BACKUP utility, you should restore them
from the latest backup sets (including incremental backups) as soon as possible. Then, you
should restart HSM.

Note.
You may lose data shelved since the last image (or incremental) backup.

Recovering the HSM Database

Although you could reinstall the HSM database from your installation kit, this procedure would
lose all the current information in your HSM database. Because this is policy data, you can re-
create it easily.

Recovering the HSM Catalogs
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The HSM catalogs are essential to recovering shelved data. If you do not use BACKUPto create
abackup of the catalogs, you could backup the catal ogs by making copies of the catalog files and
storing them in a saf e location. Then, once you have restored any other pieces of the HSM sys-
tem, you can copy the catalog files back over into the proper locations for HSM to use it. These
locations are defined by the logical name HSM$CATALOG for the default catalog, and the loca-
tions specified in the SMU SHEL F database for other shelf catalogs.

Recovering the HSM3$UID File

If you do not have a backup copy of the HSM$UID file, HSM will create a new one with a dif-
ferent UID. If you then attempt to unshelve files, you may see an error message. To correct this
problem, use UNSHELV E/OVERRIDE to override the UID conflict.

5.10.3 Recovering Boot-Up Files

If you inadvertently shelved your boot-up files, you can only recover them if you have an alter-
nate system disk you can use to boot the system and then unshelve the files.

5.10.4 Reshelving an Archive Class

The most efficient way to recover an archive classis to use the SMU REPACK command, and
specify a/FROM_ARCHIVE and one or more volumes with the /VOLUME qualifier. This com-
mand uses the /FROM_ARCHIVE to retrieve shelved data and copy it to the archive class con-
taining the lost shelf media. See Section 5.15 for more details.

An alternative but much slower way to reclaim lost shelf mediaisto reshelve files. Use the fol-
lowing command:

$ SHELVE/ SELECT=NOONLI NE
Thisvariation of the SHELV E command shelves only data whose statusis SHELV ED, not
ONLINE. It transparently unshelves the data from its current archive class and reshel ves the data

to any new archive classes. Datain an archive classisreshelved also if the online ACL is
deleted.

5.11 Maintaining Shelving Policies

This section explains how to evaluate your policy definitions with respect to the HSM policy
model. Understanding this model will help you define the most effective policies for your envi-
ronment.

5.11.1 The HSM Policy Model

This section presents amodel-related concepts-that explains how shelving works. Understanding
the model will help you define and manage an effective shelving policy.

By implementing HSM, you can maintain a reasonable amount of available online storage
capacity, and reduce the cost of storing large amounts of data.

Your particular disk configurations and their usage dictate specific valuesto consider when you
create the various definitions. The policies you implement with HSM determine how you meet
your storage management needs.

5.11.1.1 Concepts of HSM Policy

To apply these concepts, first think of each of your online disk volumesin terms of its total
online storage capacity. Then, consider how much space should always remain available.

The central element of policy is the latitude of available online storage capacity you maintain.
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Figure 5-1 shows the HSM policy model. Table 5-2 provides definitionsfor each of the concepts
shown in the figure.

Figure 5-1
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Table 5—-2 HSM Policy Model Concept Definitions

Concepts Definitions

M aximum capacity Thetotal online storage capacity you are all owed to occupy on an online disk
volume. Thisisathreshold for reactive shelving determined by the capacity
of the online disk volume.

High water A value you define to automatically trigger mark the shelving process. This
isathreshold for reactive shelving that you determine.

Low water The shelving goal expressed in terms of amark percentage of disk capacity.

Capacity latitude The capacity latitude is the range you create, monitor, and manage to make

sure you are efficiently using your online storage resources. Adjusting the
limits of this latitude determines the operating efficiency of your system.

5.11.1.2 Policy Governs the Shelving Process

The policies you implement by creating and modifying the various HSM definitions govern the
shelving process. This example of reactive policy shows you how the HSM system reactsto a
high water mark event, returning the available capacity to the low water mark.

Figure 5-2 showsthe policy model in the stages of the shelving process. Table 5-3 lists the stages
of the shelving process as they occur in response to reactive policy
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Stage Event

1 The system isin use. Online storage capacity is within the limits that define the capacity
|atitude.
Implications:

When the amount of online storage capacity lies within the capacity latitude, it implies
the following:
e The files on the disk are frequently accessed, meeting the demands of their

applications and users for immediate access.

* Enough space is available to accommodate new files or extensions to files
on the disk volume.

* Enough space is available to accommodate unshelved files if they need to
be accessed.

« Average access latency is acceptable for the users and applications whose

files are shelved from the disk volume
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Table 5-3 Process for Shelving to Reactive Policy

Stage Event

2 Used storage capacity exceeds the defined high water mark. This condition is caused by a
user or application requiring more capacity than is allowed by definition on the online
disk volume. Any of the foll owing require more online storage:

e Creating a new file

« Extending an existing file
e Unshelving a file

3 Available capacity increases in response to the event. HSM automatically moves those
files meeting the selection criteriain the policy definition to shelf storage.

Implications:
Having compl eted the shelving process implies the following:

¢ The likelihood that shelved files will be accessed soon is small because the
use and access patterns were matched to the file selection criteria.

e Adequate disk space has been made available to satisfy additional requests
for storage for an acceptable of time.

5.11.1.3 The Balance to Achieve When Implementing Policy
An effective HSM policy balances these two conditions:
* Maintaining an adequate amount of available online storage space

* Achieving adequate overall system response time by shelving files that are least likely to be
accessed

5.11.2 HSM Policy Situations and Resolutions

The model described in Section 5.11.1 has practical application. This section demonstrates how
the model can be applied to help monitor the effectiveness of policy in various situations.

5.11.2.1 Situation : Volume Occupancy Full Event

One of the benefits of HSM is the ability to implement a preventive policy that helps avoid vol-
ume occupancy full events. Figure 5-3 shows the policy model as it applies during a volume
occupancy full event.
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Figure 5-3
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Resolution

If volume occupancy full events occur while your preventive policy isin effect, you can do
either or both of the following actions to avoid them:

« Decrease the high water mark
« Increase the frequency of scheduled policy
5.11.2.2 Situation : Shelving Goal Not Reached

The goal is an important part of policy as it is the result of the shelving process controlled
through file selection criteria in the policy definition. Figure 5-4 shows the policy model when a
shelving policy fails to reach its defined goal.
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Figure 54
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Resolution

If shelving operations fail to reclaim the defined capacity, you can do either or both of the fol-
lowing actions to make sure your shelving goal is reached:

* Change the file selection criteria to include more files
¢ Increase the low water mark value
5.11.2.3 Situation : Frequent Reactive Shelving Requests

Your reactive policy should be planned and implemented as a contingency. As such, shelving in
response to reactive policy should occur infrequently. The policy model in Figure 5-5 shows the
policy that creates frequent requests for reactive policy.
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Figure 5-5
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Resolution

If your system experiences frequent reactive shelving requests, you can take the following

actions:
WHEN the Trigger Is... THEN You Should . ..
High water mark reached Increase the high water mark value, decrease the
low water mark value or both.
User disk quota exceeded Decrease the low water mark.

5.11.2.4 Situation : Application and User Performance Impeded

With HSM, you design and implement policy that allows you to maintain available online capac-
ity and retain data on less expensive media. The trade-off with implementing HSM is that when
shelved files are needed, applications and userstrying to access them must wait until thefiles are
restored. Figure 5-6 shows the policy model in a situation when available storage is maintained
at the expense of application and user performance.
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Figure 5-6
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If your applications or users experience delays in their work, or if productivity drops because
files must frequently be unshelved to be accessed, you can do any or al of the following actions:

¢ Implement online cache
¢ Increase the high water mark value
e Increase the low water mark value

5.11.3 Ranking Policy Execution

HSM provides the means to determine what a policy execution would do before the policy is
run. This process is called ranking a policy on a volume, and is initiated by the SMU RANK

command.

This feature helps you determine the effectiveness of your policies by letting you see exactly
what files would be shelved if the policy were run. The files are listed in the order that they
would be shelved. Ranking applies only to policies that use the automatic algorithms STWS and
LRU. HSM cannot rank policies based on user script files.

Compag recommends that you rank all your policies before putting them into a production envi-

ronment.

The following example shows how to rank a policy:
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$ SMU RANK DI SK$USERL: HSMBDEFAULT_OCCUPANCY
Pol i cy HSMPDEFAULT_OCCUPANCY is enabled for shelving
Policy History:
Created: 20-OCT-1999 10: 36: 36. 45
Revi sed: 20- OCT-1999 11: 26: 21. 09
Sel ection Criteria:

State: Enabl ed

Acti on: Shel vi ng

File Event: Expiration date

El apsed ti ne: 180 00: 00: 00

Before tine: <none>

Si nce tine: <none>

Low Water Mark: 80 %

Primary Policy: Space Time Working Set (STWS)

Secondary Policy: Least Recently Used(LRU)
Verification:
Mail notification: <none>

Qut put file: <none>
Vol ume capacity: 2271640 bl ocks
Current utilization: 1818245 bl ocks
Vol ume | owwat er mark: 1817312 bl ocks
Bl ocks to be reclai nmed: 933

Executing primary policy definition
DI SK$USERL1: [ SM TH] WATCH_BATCH. COM 5
date: 21-OCT-1999 size: 462
DI SK$USER1: [ SM TH] LOCAL_DB. COM 1
date: 20-OCT-1999 size: 279
DI SK$USERL1: [ SM TH] PERSONAL. LGP; 1
DI SK$USERL1: [ SM TH] REMOTE. MEM 1
date: 20-COCT-1999 size: 57
Total of 4 files ranked which will recover 951 bl ocks
Vol ume | owat er mark can be reached

5.12Managing HSM Catalogs

When you install HSM for the first time, all HSM shelving datais placed in the default catalog,
located at:

HSMBCATALOG: HSMBCATALCOG. SYS

Asthe amount of shelving information increases over time, Compag recommends that you
define multiple shelves, distribute your disk volumes amongst these shelves, and define a sepa-
rate catalog for each shelf. Compaq recommends that a shelf be associated with between 10 and
50 volumes each, depending on the size of the volumes and the amount of shelving activity on
those volumes.

After analyzing your storage subsystem and coming up with adistribution plan for volumes and
shelves, the following commands can be used to implement this distribution, for example:

$!

$! Define new shelves with separate catal ogs

$!

$ SMU SET SHELF PRODUCTI ON_SHELF1 -

_$ /| CATALOG=DI SK$SYSTEM2: [ HSM CATALOG] HSMEPRODUCTI ON_SHELF1_CAT. SYS
$ SMU SET SHELF PRODUCTI ON_SHELF2 -

_$ /| CATALOG=DI SK$SYSTEM?: [ HSM CATALOG] HSMEPRODUCTI ON_SHELF2_CAT. SYS
$!

$! Re-associate volunes to the new shel ves

$!

$ SMJU SET VOLUME DI SK$USERL: / SHELF=PRODUCTI ON_SHELF1

$ SMJ SET VOLUME DI SK$USER2: / SHELF=PRODUCTI ON_SHELF1

SMU SET VOLUME DI SK$USER20: / SHELF=PRODUCTI ON_SHELF2
SMU SET VOLUME DI SK$USER21: / SHELF=PRODUCTI ON_SHELF2

LR R
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It is recommended that the catalog file names are preceded by "HSM$" to eliminate any possibil-
ity that they might be shelved: shelving a catalog file is not supported and can lead to serious
problems.

These are the only commands you need to enter to distribute your volumes among shelves, and
to populate the catalogs.

When you enter these commands, HSM begins a process called split-merge, which moves shelv-
ing data from the old catalog to the new catalog for avolume. A split-merge operation can be ini-
tiated by either command.

Since potentially thousands of catalog entries are affected by a spit-merge, the process can take
several minutes or even hours to complete. During this time, the associated volume and/or shelf
is associated with two catal ogs - the old and the new. These can be seen by issuing an SMU
SHOW VOLUME or SMU SHOW SHELF during a split-merge, which have special displaysas
shown in the examples below:

$!
$! SMU di spl ays when changing a shelf for a vol une:
$!
$ SMJU SHOW VOLUME _$15$DKA300: / FULL
Vol umre _$15$DKA300: on Shel f HSMBDEFAULT_SHELF, Shelving is enabl ed,
Unshel ving is enabl ed, H ghwater nark detection is disabled, Cccu-
pancy full detection is disabled, Disk quota exceeded detection is disabled

Cr eat ed: 8- FEB- 1998 15: 57: 54. 32
Revi sed: 8- FEB- 19986 15:58: 28. 44
Ineligible files: <cont i guous>

Hi ghwat er nark: 90%

OCCUPANCY Pol i cy: HSMPDEFAULT_ OCCUPANCY
QUOTA Policy: HSMPDEFAULT_QUOTA
Split/Merge state: COPY

Al ternate shel f: PRODUCTI ON_SHELF1

$!

$!' SMU di spl ays when changing a catal og for a shelf:
$!

$ SMJ SHOW SHELF
Shel f TEST_SHELF1 is enabl ed for Shel ving and Unshel vi ng

Catal og File: DI SK$USERL1: [ HSM CATALOG| HSMBCAT1. SYS
Shel f History:

Cr eat ed: 1- DEC- 1998 11: 44: 46. 26

Revi sed: 28- DEC- 1998 15:22: 00.91

Backup Verification: Of

Save Tine: <none>

Updat es Saved: All

Archive C asses:

Archive list: HSMPARCH VEO1 id: 1

Restore list: HSMPARCH VEO1 id 1

Split/Merge state: COPY

Al ternate Catal og: DI SK$USERL: [ HSM CATALOG HSMBCAT2. SYS

You may notice that the catal ogs change positions during the split-merge between While a split-
mergeisin progress, certain HSM operations may proceed normally, some HSM operations are
suspended, while certain others are rejected. Suspending an operation means that the operationis
queued until the split-merge is completed, while rejection means that the command must be re-
entered at alater time. The following table indicates the disposition of requests during a split-
merge:

Table 5—-4 HSM Request Disposition During a Split-Merge Operation

Operation Disposition

(Pre)shelve to cache Processed
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Table 5—-4 HSM Request Disposition During a Split-Merge Operation

Operation Disposition
(Pre)shelve to tape Suspended
Unshelve from cache Processed
Unshelve from tape Processed
Unpreshelve Processed
Cache flush to tape Suspended
Compatible split- merge Processed
Incompatible split- merge Rejected
Repack archive class Suspended
All other requests Processed

HSM initiates split-merge operations in the background; the SMU command that initiated the
split merge does not wait for the operation to complete. Assuch, it is possible to request an
incompatible split-merge operation, for example:

$ SMJU SET VOLUME DI SK$USERL/ SHELF=SHELF1
$ SMJU SET VOLUME DI SK$USERL/ SHELF=SHELF2

In this example, the second command is rejected while the split-merge for the first command is
processed.

If an error occurs during a background split-merge operation, the final compl etion state of the
operation will either revert to the old definition, or the new definition, depending on the phase of
split-merge that failed. There are essentially two phases of split-merge:

e COPY - Copying the shelf data from the old to the new catalog
e DELETE - Deleting the information from the old catalog

If an error occurs during the copy phase, the SMU database is reset to the old catalog/shelf. If an
error occurs during the delete phase, the new catalog/shelf definition stays in effect.

You may wish to examine the database later with SMU to determine if the operation succeeded
and the definitions are as you expect. Also, the shelf handler audit and error logs contain entries
for all split-merge operations for further information.

5.13Repacking Archive Classes

Shelf media used by HSM contain shelved file data from many sources, some of which remains
valid for a long time, but some also becomes obsolete. Unlike BACKUP tapes, which can be
recycled regularly, this is not the case with HSM media, since they contain the only copies of the
shelved file data. Without some sort of custom analysis of HSM media, the media would have to
be retained indefinitely. After a long time, where the majority of the data is obsolete, this would
result in shelf media having a very low percentage of valid data, resulting in wastage.

HSM provides the SMU REPACK function to perform an analysis of valid and obsolete data on
shelf media, and copy the valid data to other media, allowing the old media to be freed up. In
addition, REPACK purges the catalog entries associated with the obsolete data.

Shelf file data can become obsolete in two ways:

e The online copy of the shelved file is deleted
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e The online copy of the shelved file is unshelved, updated, and shelved again

HSM provides the system administrator a way to control the obsolescence of files for use in
repacking. It may not be appropriate for a file to become obsolete as soon as it is deleted or
updated, as it may need to be recovered in its old state at a later date. As such, two new options
are provided in the SMU SHELF definition as follows:

e SAVE_TIME - This option allows the specification of a delta time which keeps a file’s
shelved data in the HSM subsystem for this period after the file is deleted.

« UPDATES - This option allows the specification of a number of updates to a shelved file
that will be kept in the HSM subsystem. This option applies to files that have been updated
in place, not new versions of files that have been created after an update. New versions are
controlled by online disk maintenance outside the scope of HSM.

Complete flexibility is applied to both options ranging from zero delete save time and no
updates, to indefinite delay and number of updates, and anything in between. The options apply
to all preshelved and shelved files on all volumes in the shelf.

Repacking is normally applied to all volumes in an archive class. However, the system adminis-
trator can restrict the volumes being repacked by specifying them in a /VOLUME qualifier. If
any of the specified volumes are part of a volume set, all volumes in the volume set will be
repacked.

Finally, it may or may not be worth repacking a particular volume or volume set depending on
the percentage of valid data on the volume. For example, if a volume contains 90% valid data,
the 10% bonus in space acquired by repacking the volume may not justify the effort of repack-
ing, at least not yet. As such, the system administrator can apply a threshold percentage value of
obsolete data that is used to determine whether to repack a particular volume or volume set. The
default threshold value is 50%.

A threshold value should only be applied when repacking to the same archive class. When
repacking to create a new archive class or replacing a shelved volume, all valid files should be
repacked by specifying /NOTHRESHOLD.

Repacking requires two compatible tape devices in order to proceed. For this reason, HSM
allows only ONE repack operation at a time. In addition, a REPACK request is suspended while
a catalog split-merge operation is in progress; the two operations cannot safely proceed simulta-
neously.

The following example shows a normal repack operation:
$ SMJU REPACK 1

This command repacks archive class 1 to new media also in archive class 1. The default thresh-
old value of 50% is applied. When the operation is complete, the old media for archive class 1
are deallocated.

Repack requires a disk staging area of at least 100,000 blocks in order to produce optimal multi-
file savesets on output. For example, files shelved with HSM V1.x into single-file savesets are
consolidated into more efficient multi-file savesets on output. The staging area used is refer-
enced by the system-wide logical name HSM$REPACK, which should be assigned to a suitably
sized disk/directory combination. If this logical name is not defined, the logical HSM$MAN-
AGER is used instead. The staging area is cleaned up after a repack operation.

5.13.1 Repack Performance

The repack operation, especially on tape volumes created under HSM V1.x, is likely to take sev-
eral days to complete. While repacking is being performed, certain tape-oriented operations are
suspended and queued to avoid conflicts. However, when HSM detects that a conflicting tape
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operation is pending, the repack operation is suspended temporarily, usually within 10 minutes,
to allow the other operationsto proceed. Therefore, despite the duration of the repack operation,
other HSM operations will only suffer minor delays, and the long duration of repack should not
be a concern.

5.14Replacing and Creating Archive Classes

HSM provides a mechanism for replacing and/or creating new archive classes, and populating
associated shelf mediawith valid data. You may wish to create a new archive class to provide
additional data safety. More likely though, you may wish to create a new archive classto
upgrade your tape hardware to new technology or move your shelved data to a new tape library.

Although HSM provides the reshelving function to accomplish this, this is slow and involves
intermediate disk transfers. A much more efficient way isto use the REPACK function and
specify aNEW_ARCHIVE qualifier. When performing a repack for this purpose, you must not
specify any volumes in the volume list, and no threshold value. It isimportant that all valid files
are copied to the new archive class. However, the purging of obsoletefilesis still performed
when creating anew archive class using repack.

The following example creates a new archive class:
$ SMU REPACK 1/ TO_ARCHI VE=3/ NOTHRESHOLD

This command creates a new archive class 3, using all valid data from archive class 1. Archive
class 3 may be of adifferent mediatype than archive class 1.

5.15Replacing A Lost or Damaged Shelf Volume

If you lose or damage a shelf tape, you will not be able to recover the data on that tape, and are at
risk for not providing the level of data safety that HSM provides. As soon as you discover that a
shelf tape has been lost or damaged, you should take steps to replace it by using REPACK to
copy the contents of the tape, from another archive class, to new media.

When discovering the lost or damaged tape, you should determine which archive classit
belonged to. Then issue a REPACK command specifying an alternate archive classthat is or was
defined for the shelf. When performing this operation, you should specify the volume to be
replaced but no thresholds for the copy. However, as with all repack operations, obsolete files
are not copied.

The following example replaces alost or damaged shelf volume:
$ SMU REPACK 1/ VOLUME=ACG001/ FROM ARCHI VE=2/ NOTHRESHOLD

This example replaces shelf volume ACGOO01 from archive class 1, using media from archive
class 2. It may take several volumesfrom archive class 2 to replace the datain the volume. Also,
the replacement volume will have a different label to ACG001, but its contents contain the valid
replacement data for ACGOOL. If the archive class is not checkpointed after the operation, the
replacement volume becomes the current shelving volume for the archive class, and will be
filled up.

This function cannot be performed if only one archive class is specified for the shelf, whichis
not recommended for this very reason.

If you have a site disaster, and most or all of the mediafor an archive class are damaged, then
you should create a new archive class as described in the previous section, rather than recover
each volume individually.
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5.16 Catalog Analysis and Repair

The ANALY ZE/REPAIR utility is used to align the contents of the HSM catalog(s) with a disk
that has been backed up and later restored, or has been renamed. It isalso useful to run this util-
ity if you suspect that any other discrepancies between the online disk state and the HSM cata-

log(s) may have occurred.

SMU ANALY ZE will scan al files on a disk looking for shelved and preshelved files. When a

fileisfound that is of interest, its HSM metadata (file header and A CE information) is compared
against entries in the HSM catalog(s) and any discrepancies are reported. If the /REPAIR quali-
fier isused, the discrepancy can be repaired. If /CONFIRM is not used with /REPAIR, then the

default repair action will be applied.

Example of the ANALYZE Command With No /REPAIR

$ SMJ ANALYZE DKB500

YSMJ- | - PROCESSI NG, processing i nput device DKB500

8MJ | - scanning for shelved files on disk volune _$1$DKB500:
File (14,1,0) "$1$DKB500: [ ANALYZE TEST] STATUS. RPT; 1"

Fi

Stored in catal og as:
FID (13,1,0) "BOGUS$DEVI CELl: [ ANALYZE_TEST] STATUS. RPT; 1"
I nvalid HSM net adata found for
File (15,1,0) "$1$DKB500: [ ANALYZE_TEST] LOd N. COM 1"
Stored in catal og as:
FID (12,1,0) "$1$DKB500: [ ANALYZE_TEST] LOd N. cCoM 1"
I nvalid HSM net adata found for
File (16,1,0) "$1$DKB500: [ ANALYZE_TEST] 4_RESULTS. TXT; 1"
No catalog entry found - file not repairable
I nvalid HSM net adata found for
File (17,1,0) "$1$DKB500: [ ANALYZE_TEST] ANALYSI S. DAT; 1"
File (18,1,0) "$1$DKB500: [ ANALYZE_TEST] RECI PE. MEM 1"
Revi si on date mismatch -
Current: 9-JUL- 1999 16: 45: 39. 37
Catal og: 10-JUL-1999 15:54:21.74
e (19,1,0) "$1$DKB500: [ ANALYZE_TEST] MAI L. SAvV; 1"
Stored in catal og as:
FID (19, 1,0) "BOGUS$DEVI CELl: [ ANALYZE_TEST] MAI L. SAV; 1"
YSMJ conpl eted scan for shelved files on disk volune _
YSMJ- | - ERRORS, 6 error(s) detected, O error(s) repaired

Example of the ANALYZE Command with Default Confirmation

$ SMU ANALYZE/ REPAI R DKB500

¥SMJ- | - PROCESSI NG, processing i nput device DKB500

¥8MJK | -scanning for shelved files on disk volune _$1$DKB500:
File (14,1,0) "$1$DKB500: [ ANALYZE_TEST] STATUS. RPT; 1"
Stored in catal og as:

FID (13,1,0) "BOGUS$DEVI CELl: [ ANALYZE_TEST] STATUS. RPT; 1"
File entry repaired - 1 repairs nade.

I nvalid HSM net adata found for

File (15,1,0) "$1$DKB500: [ ANALYZE_TEST] LOd N. COM 1"
Stored in catal og as:

FID (12,1,0) "$1$DKB500: [ ANALYZE_TEST] LOd N. COM 1"

File entry not repaired.

I nvalid HSM net adata found for

File (16,1,0) "$1$DKB500: [ ANALYZE TEST] 4_RESULTS. TXT; 1"
No catalog entry found - file not repairable

I nvalid HSM net adata found for

File (17,1,0) "$1$DKB500: [ ANALYZE_TEST] ANALYSI S. DAT; 1"
File entry repaired - 1 repairs nade.

File (18,1,0) "$1$DKB500: [ ANALYZE_TEST] RECI PE. MEM 1"
Revi sion date mismatch -

Current: 9-JUL- 1999 16: 45:39. 37

Catal og: 10-JUL-1999 15:54:21.74

File entry repaired - 1 repairs nmde.

File (19,1,0) "$1$DKB500: [ ANALYZE_TEST] MAI L. SAvV; 1"
Stored in catal og as:

FID (19, 1,0) "BOGUS$DEVI CELl: [ ANALYZE_TEST] MAI L. SAvV; 1"
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File entry repaired - 1 repairs nade.
¥SMJ conpl eted scan for shelved files on disk volune _
YSMJ- | - ERRORS, 6 error(s) detected, 4 error(s) repaired

Example of ANALYZE/REPAIR/CONFIRM

$ SMU ANALYZE/ REPAI R/ CONFI RM DKB500
YSMJ- | - PROCESSI NG, processing i nput device DKB500
8MJ | - scanning for shelved files on disk volunme _$1$DKB500:
File (14,1,0) "$1$DKB500: [ ANALYZE_TEST] STATUS. RPT; 1" Stored in catal og as:
FID (13,1,0) "BOGUS$DEVI CELl: [ ANALYZE_TEST] STATUS. RPT; 1"
** Repair catalog entry to reset volune, FIDto _ (14,1,0)? [Y]: N
File entry not repaired.
I nvalid HSM net adata found for
File (15,1,0) "$1$DKB500: [ ANALYZE_TEST] LOd N. COM 1"
Stored in catal og as:
FID (12,1,0) "$1$DKB500: [ ANALYZE_TEST] LOd N. COM 1"
** Repair catalog entry to reset FIDto (15,1,0) ?
** WARNING Repair may affect the wong file - with caution [N : Y
File entry repaired - 1 repairs nade.
I nvalid HSM net adata found for
File (16,1,0) "$1$DKB500: [ ANALYZE_TEST] 4_RESULTS. TXT; 1"
No catalog entry found - file not repairable
I nvalid HSM net adata found for
File (17,1,0) "$1$DKB500: [ ANALYZE_TEST] ANALYSI S. DAT; 1"
** Repair by adding HSM netadata for file (17,1,0) ? [Y]:
File entry repaired - 1 repairs nade.
File (18,1,0) "$1$DKB500: [ ANALYZE_TEST] RECI PE. MEM 1"
Revi sion date mismatch -
Current: 9-JUL- 1999 18:29: 09. 96
Catal og: 10-JUL-1999 17:37:52. 33
** Repair by deleting HSM nmetadata for file (18,1,0) ? [Y]: Y
File entry repaired - 1 repairs nade.
File (19,1,0) "$1$DKB500: [ ANALYZE_TEST] MAI L. SAvV; 1"
Stored in catal og as:
FID (19, 1,0) "BOGUS$DEVI CELl: [ ANALYZE_TEST] MAI L. SAvV; 1"
** Repair catalog entry to reset volune to _ ? [Y]: Y
File entry repaired - 1 repairs nade.
¥SMJ- conpl eted scan for shelved files on disk volune _
¥SMJ- | - ERRORS, 6 error(s) detected, 4 error(s) repaired

Example of ANALYZE/REPAIR/CONFIRM/OUTPUT

$ SMU ANALYZE/ REPAI R/ CONFI RM OUTPUT=ANALYZE. OQUT DKB500

File (14,1,0) "$1$DKB500: [ ANALYZE_TEST] STATUS. RPT; 1"

Stored in catal og as:

FID (13,1,0) "BOGUS$DEVI CEl: [ ANALYZE_TEST] STATUS. RPT; 1"

** Repair catalog entry to reset volune, FIDto _ (14,1,0) ? [Y]: Y
File entry repaired - 1 repairs nade.

I nvalid HSM et adata found for File (15,1,0)

" $1$DKB500: [ ANALYZE_TEST] LOGA N. COM 1"

Stored in catal og as:

FID (12,1,0) "$1$DKB500: [ ANALYZE_TEST] LOd N. COM 1"

** Repair catalog entry to reset FIDto (15,1,0) ?

** WARNING Repair may affect the wong file - with caution [N]: Y
File entry repaired - 1 repairs nmde.

I nvalid HSM net adata found for

File (16,1,0) "$1$DKB500: [ ANALYZE TEST] 4_RESULTS. TXT; 1"

No catalog entry found - file not repairable

I nvalid HSM net adata found for

File (17,1,0) "$1$DKB500: [ ANALYZE_TEST] ANALYSI S. DAT; 1"

** Repair by adding HSM netadata for file (17,1,0) ? [Y]:

File entry repaired - 1 repairs nade.

File (18,1,0) "$1$DKB500: [ ANALYZE_TEST] RECI PE. MEM 1"

Revi sion date mismatch - Current:9-JUL-1999 18: 38:58. 06

Catal og: 10-JUL-1999 17:47:40. 42

** Repair by deleting HSM netadata for file (18,1,0) ? [Y]: Y
File entry repaired - 1 repairs nade.
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File (19,1,0) "$1$DKB500: [ ANALYZE_TEST] MAI L. SAvV; 1"
Stored in catal og as:

FID (19, 1,0) "BOGUS$DEVI CELl: [ ANALYZE_TEST] MAI L. SAvV; 1"
** Repair catalog entry to reset volune to _ ? [Y]: Y
File entry repaired - 1 repairs nade.

$

$ TYPE ANALYZE. QUT

YSMJ- | - PROCESSI NG, processing i nput device DKB500

Y8MJ | - scanning for shelved files on disk volune _$1$DKB500:
File (14,1,0) "$1$DKB500: [ ANALYZE_TEST] STATUS. RPT; 1"
Stored in catal og as:

FID (13,1,0) "BOGUS$DEVI CE1l: [ ANALYZE_TEST] STATUS. RPT; 1"
File entry repaired - 1 repairs nade.

I nvalid HSM et adata found for File (15,1,0)

" $1$DKB500: [ ANALYZE_TEST] LOA N. COM 1"

Stored in catal og as:

FID (12,1,0) "$1$DKB500: [ ANALYZE_TEST] LOd N. COM 1"

File entry repaired - 1 repairs nade.

I nvalid HSM net adata found for

File (16,1,0) "$1$DKB500: [ ANALYZE TEST] 4_RESULTS. TXT; 1"
No catalog entry found - file not repairable

I nvalid HSM net adata found for

File (17,1,0) "$1$DKB500: [ ANALYZE_TEST] ANALYSI S. DAT; 1"
File entry repaired - 1 repairs nade.

File (18,1,0) "$1$DKB500: [ ANALYZE_TEST] RECI PE. MEM 1"
Revi sion date mismatch - Current: 9-JUL-1999 18: 38:58. 06
Catal og: 10-JUL-1999 17:47:40. 42

File entry repaired - 1 repairs nade.

File (19,1,0) "$1$DKB500: [ ANALYZE_TEST] MAI L. SAvV; 1"
Stored in catal og as:

FID (19, 1,0) "BOGUS$DEVI CELl: [ ANALYZE_TEST] MAI L. SAvV; 1"
File entry repaired - 1 repairs nade.

¥SMJ- conpl eted scan for shelved files on disk volune -
YSMJ- | - ERRORS, 6 error(s) detected, 5 error(s) repaired

5.17Consolidated Backup with HSM

HSM offers a paradigm to consolidate HSM shelf data with that required for backup/restore pur-
poses. This paradigm is called Consolidated Backup With HSM, and is designed for use with
very large sites where the number of tapes is problematic, or siteswho are reaching the limit of
their backup window. This paradigm is aso known as Backup via shelving.

We refer to this as a paradigm, rather than an HSM function, because no special HSM functions
are required; the paradigm is implemented using normal HSM and BACKUP (or SLS) com-
mands. The paradigm consists of the following elements, which are described in subsequent sec-
tions:

e Setting up SLS to handle shelved and preshelved files if you are using SLS as your regular
backup product

*  Preshelving most files on the system

« Backing up only the headers of shelved and preshelved files in both image and incremental
backups

* Restoring disks and files with files being restored in the shelved state
« File-faulting file data as it is needed, or unshelving recently-accessed files
* Repacking shelf tapes regularly

To implement this paradigm, HSM has provided a special version of BACKUP, called
HSM$BACKUP, with this release. This version allows backing up only the headers of
preshelved and shelved files, and in the shelved state. It is expected that this functionality will be
incorporated into a future version of OpenVMS BACKUP.

Managing the HSM Environment 5-28



Managing the HSM Environment
5.17 Consolidated Backup with HSM
5.17.1 Setting up SLS

If you areusing SLS as your regular BACKUP product, you need to configure SL S to use the
new HSM$BACKUP image for your regular backups. This feature is supported only with SLS
V2.8 or later.

The steps you need to teke are;
« Defining a logical name to reference HSM$BACKUP
¢ Changing the SBK files to handle shelved and preshelved files
« Optionally adding qualifiers to manual system backups
e Optionally adding qualifiers to user backups
You set up SLS to use HSM$BACKUP by defining the following logical name:
$ DEFI NE/ TABLESLNMBSLSSVALUES SLS$HSM BACKUP 1
Depending on the type of backups or restores you are performing, you may want to include the

new /[NO]SHELVED and /[[NO]JPRESHELVED qualifiers (as described in Section 5.17.3) in
the following cases:

« Inthe SBK files for regular system backups

¢ Inthe Manual System Backup screen (from the SLSOPER menu) for special system back-
ups

* Inthe /QUALIFIERS qualifier in the STORAGE SAVE command
This paradigm is not yet supported for Archive/Backup System (ABS).
5.17.2 Preshelving Files

The key to this paradigm is preshelving most files on the system. From HSM V2.0, preshelved
files have a unique state, and are flagged as preshelved in the file header. Since the data of a
preshelved file remains online, the file can be modified at any time. If a preshelved file is modi-
fied, extended, or truncated, a new HSM function changes the file from preshelved to unshelved.
Also, in V2.0 and later, the eligibility for preshelving files is the same as shelved file, and the
following types of files cannot be preshelved:

e Open files

« Directory files

* Files beginning with HSM$

e Files marked /NOSHELVABLE

e Files marked /NOMOVE

« Files on disks with shelving disabled
* Badfiles

o Empty files

However, all other files (except those on system disks) can and should be preshelved to utilize
this paradigm. This can be done in two ways:

$!

$! This sets up a preshelve policy to regularly execute on all

$! affected volumes on a regul ar basis:

$!

$ SMU SET PCLICY policy_name / PRESHELVE / NOELAPSED / LONMTER_MARK=0
$ SMU SET SCHEDULE vol unme_list policy_name/ AFTER=ti me
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$! This manually preshelves all files on a volune; this command may
$! be placed in an HSM policy script file.
$! $ PRESHELVE vol unme: [ 000000...]*.*;*

HSM will not preshelve files that are already preshelved or shelved, so these commands affect
only files that have been created or modified since the last preshel ve operation. Since HSM does
not preshelve open files, you can perform the preshelving during the day.

When starting this paradigm up for thefirst time, however, thousands of files per volume will be
preshelved, so it isrecommended that only one volume at atime is processed during this startup
phase.

5.17.3 Nightly Backups

While using this paradigm, it is still necessary to perform regularly (for example, nightly) back-

ups using your regular backup regimen. This is required to restore a disk’s index file and direc-
tory structure following a disk failure.

For this paradigm to work, you must use "HSM$BACKUP" as provided with the HSM kit as

your backup engine. This backup engine can be supported by SLS. The paradigm substantially
reduces the backup window because only the 512-byte header for each preshelved file is backed
up: the data is stored in the HSM subsystem.

The recommended paradigm for regular backups is:

e Aregular (for example, weekly/monthly) image backup

* A more regular (for example, nightly) incremental backup

Two new qualifiers are provided to HSM$BACKUP to implement this paradigm:

¢ /NOPRESHELVED - NOPRESHELVED backs up only the headers of preshelved files;
should be applied to image and incremental backup commands. /PRESHELVED (the
default) backs up the data of preshelved files.

¢ /NOSHELVED - NOSHELVED backs up only the headers of shelved files; should be
applied to incremental backups only. SHELVED causes a file fault and backs up the data of
formerly shelved, now unshelved files. IMAGE backup always backs up only the headers of
shelved files.

The following examples contain the recommended options for performing image and incremen-
tal backups using this paradigm:

$!

$! 1 mage BACKUP

$!

$ HSMBBACKUP/ | MAGE/ | GNORE=I NTERLOCK/ RECORD/ LOG/ NOPRESHELVED -
_$ volune: device: saveset / SAVESET

$!

$! Increnmental BACKUP

$!

$ HSMBBACKUP/ RECORD/ SI NCE=BACKUP/ NOPRESHEL VED/ NOSHELVED/ LOG | GNORE=I NTER-
LOCK

_$ volune: device: saveset/ SAVESET

$!

Each of these commands backs up only the headers of shelved and preshelved files, and they are
copied to the backup saveset in the shelved state. The online state remains unchanged.

5.17.4 Restoring Volumes

If there becomes a need to restore a disk volume because it has become damaged, the normal res-
toration process is follows, namely:
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« Restore the last image backup

e Use BACKUP/INCREMENTAL to restore incremental BACKUPraverse chronological
order

After applying the image and incremental backups, you have restored all the metadata and direc-
tory structure for the volume, and also have restored most of the files to the shelved state (that is,
all files that were preshelved and shelved during the backup are restored to the shelved state).
You can use either HSM$BACKUP or normal OpenVMS Backup for the restore process.

Before making the volume available to users, it is necessary to repair the HSM catalog, since the
file identifiers (FIDs) of shelved and preshelved files may have changed. You can repair them
with the following command, which will take several minutes to run:

$ SMU ANALYZE/ REPAI R vol une:
Note that this operation completes successfully if you restore the files to the same volume
(device name) or to a different device.

Once this command completes, the disk volume is ready for use. Note, however, that most files
are still shelved. If you wish to avoid file faults on first file access on recently-accessed files,

you may want to initiate an unshelve procedure such as the following:
$ UNSHELVE vol ume: [ 000000. . .]*. *; */ S| NCE=10- OCT- 1999/ EXP| RED

This command unshelves all files that have been accessed since 10-OCT-1999 (assuming you
have enabled volume retention as recommended). The use of this command is optional.

5.17.5 Restoring Files

You restore individual files by locating the volume that has the latest (or desired) copy of the file
and restoring the file in the usual way. If, however, the file is restored in the shelved state, you
should run the SMU ANALYZE/REPAIR command to reset its file identifier in the catalog.

5.17.6 Repacking

Since you are using HSM as the repository of virtually all files on your system, the number of
HSM media is liable to become very large. In order to keep this under control, it is recommended
that you repack your archive classes regularly. Once every three-six months is recommended in
such an environment. See section 7.14 for information on repacking archive classes.

5.17.7 Other Recommendations

You should not use consolidated backup with HSM on system disks. Preshelving files on system
disks (and having them restored in the shelved state) will likely result in an inability to reboot
your system. This is highly unrecommended.

Also, you should define multiple shelves and multiple catalogs for this environment. The cata-
logs should be stored on shadowed disks with preshelving disabled. You should not preshelve
any HSM-internal files, otherwise unshelving may not be possible after a restore.

5.18 Determining Cache Usage

If you wish to see how many files and blocks are being used for a cache device, you can enter a
DIRECTORY command for the cache directory. For each cache device defined using SMU, the
cache directory is located at device:[HSM_CACHE]. To determine usage, enter a command as
shown in the following example:

$ DIRECTORY/GRAND/SIZE=ALL $1$DKA100:[HSM_CACHE]
Grand total of 1 directory, 221 files, 9021/9021 blocks.
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5.19Maintaining File Headers

Because HSM keeps file headers in online storage while moving the file data to shelf storage,
you need to consider your system limits for the number of file headers that can be on a given vol-
ume. If you exceed the alowable number of file headers on a given volume, users may see
INDEXFILEFULL and HEADERFULL errorswhen creating files. To prevent this problem, you
need to understand how OpenVMS limits the number of file headers on your disk and how you
can contral this information.

5.19.1 Determining File Header Limit
OpenVMS limits the number of file headers you can have on a volume by calculating a value

for MAXIMUM_FILES, using the following eguation:

MAXI MUM_FI LES = maxbl ock / (cluster_factor + 1)

Where maxblock is the value for "total blocks" from SHOW DEVICE/FULL and
cluster_factor must be between:

Min value: maxblock / (255 * 4096) (or 1 whichever is greater)
Max value: maxblock / 100

Many systems use the default value for cluster_factor, which is 3 for disks whose capacity is
greater than or equal to 50,000 blocks. Occasionally, you may have aproblem with very large
disks when the default value of three does not work and you need to calculate the minimum
value using the equation. For additional information, see the INITIALIZE command in the
OpenVMS DCL Dictionary.

By default, MAXIMUM_FILES is (maxblock / ((cluster_factor + 1) * 2)), which is half of the
actual maximum.

5.19.2 Specifying a Volume's File Headers

To initidize a volume with the greatest number of file headers possible, use the following DCL
command:
$ INITIALI ZE {device} {label}/CLUSTER = (maxbl ock/(255*4096)) -

/ MAXI MUM_FI LES = (maxbl ock/ (cluster + 1)) -
/| HEADERS = (maxbl ock/ (cluster + 1))

If you initialize a volume with the largest number of file headers, the index file will be very
large, and none of that space can be used for anything but file headers. Thisis not necessary nor
desirable, because you end up using approximately 25 percent of your disk space for file meta-
data. In reality, you probably want to set aside about 1 percent of your disk space for file meta-
data

Notein the INITIALIZE command that / MAXIMUM _FILES reserves space for the index file
while /[HEADERS allocates space for the index file. Using the /[HEADERSs qualifier isthe only
way to guarantee you can create that many files. Once initialized, you cannot ever have more
files on the disk than the value given with the MAXIMUM_FILES qudlifier.

5.19.3 Extending the Index File

If you do not initialize your volumes using the /HEADERS qualifier, the file system will extend
INDEXF.SY Sfor you asit needs file headers. The file system will not allow INDEXFE.SY S to
become multiheadered, which means you can have a maximum of approximately 77 extentsin
the header before you will get an error saying the index fileisfull.

You can tell how close you are to the index file limit using
DUMP/HEADER/BLOCK=COUNT=0 [000000]INDEXF.SY S. The display contains afield
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called "Map areawordsin use." This field has a maximum of 155 for INDEXFE.SYS. If the num-
ber of mapping wordsin useisaround 120 to 130, you should schedule an image backup/restore
cycle for the volume.

5.19.4 Maintaining the Number of File Headers

To prevent your system from reaching its file header limit, make sure you del ete file headers as
appropriate. What this meansis, when you no longer need afile, do not leave it shelved with the
file header on disk. Use another strategy to archive the file, just in case you need it someday.
Then, delete the file from the disk.

5.20Event Logging

HSM provides a comprehensive set of event logging capabilities that you can use to analyze
shelving activity on your cluster and tune your system to provide an optimal computational envi-
ronment.

Two types of logging are supported:
* Audit logging, which logs every visible operation in the system, its source, and its status.

«  Error logging, which logs "unexpected" errors in HSM  operation, with complete details of
the requested operation and the error.

Event logging is supported by both the shelf handler process and the policy execution process.
You can use the shelf handler log to obtain a complete summary of all shelving operations initi-
ated on the cluster. You can use the policy log to obtain information relating to all policies run
on the system.

Logging may be enabled or disabled at your discretion with one or more of the following selec-
tions: AUDIT, ERROR, and EXCEPTION.

5.20.1 Accessing the Logs

The event logs are human-readable and can be displayed with the TYPE command while HSM is
in operation. Access to the logs require SYSPRV, READALL, or BYPASS privileges. Table 5-5
lists their locations.

Table 5-5 HSM Event Logging

Description Location

Shelf Handler Audit Log HSM$LOG:HSM$SHP_AUDIT.LOG

Shelf Handler Error Log HSM$LOG:HSM$SHP_ERROR.LOG
Policy Audit Log HSM$LOG:HSM$PEP_AUDIT.LOG

Policy Error Log HSM$LOG:HSM$PEP_ERROR.LOG

You can read the event logs at any time during HSM operation, using a TYPE command, a
SEARCH command, or other OpenVMS read_only tools. You also can obtain a dynamic output
of events by issuing the following command on any of the event log files:

$ TYPE/ TAI L/ | NTERVAL=1/ CONTI NUOUS HSMSLOG | og_fi | e_nane. LOG
The logs grow with use, and are not re-created on HSM startup. If you wish to reinitialize the
logs, you can do so with the SMU SET FACILITY/RESET command, which opens a new ver-

sion of each log file. The old files can then be purged, renamed and shelved, or otherwise dis-
posed of to make space available.
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Internally generated HSM requests are generally not reported in the audit log, as these are not
visible to either the user or the system manager. However, they may be reported in the error log
if they fail. Such internal requestsinclude:

* Information requests, upon an OPEN operation of a shelved file

* Delete requests, upon a DELETE operation of a shelved file

« File flush requests, an individual request to flush a cache file to shelf storage
¢ SMU SHOW REQUESTS and SHOW VERSION requests

If you wish to see the "invisible" requests logged in the audit log, as well as shelf server logging
of requests, you can enable the following logical name:

$ DEFI NE/ SYSTEM HSMbSHP_REMOTE_AUDI T 1

Please note that this will more than double the size of the audit log, and is only recommended
when troubleshooting problems.

5.20.2 Shelf Handler Log Entries

The shelf handler error log reports only requests that have not succeeded because of an unex-
pected error. It does not report all errors: for example, if an error occurs because of a user syntax
error, or because of a valid but illogical HSM configuration, these are generally not reported in
the error log.

If you see an entry in the error log, this means that it is worth investigating for more information.
It does not necessarily mean that there is a problem with the HSM system, the hardware, or the
media that contains the shelved file data. For more information on solving problems, see Chapter
7.

Each entry in the shelf handler log is tagged with a request number, which is incremented in the
audit log. If a serious error occurs on a request, the request number in the audit log can be recon-
ciled with the request number in the error log to obtain more information about the error.

The following are examples of audit and error log entries:
Example of a Shelf Handler Audit Log Entry

Shel f handl er V3.0A (BL22), Oct 20 1999 started at 22-
17:23: 25. 32 Shel f handl er client enabled on node SYS001
29 20- OCT-1999 19:53:05.58, 22-SEP- 19:53:06.62: Status: Error
Application request from node SYS001, process 604003B9, user SM TH
Shelve file $1$DKA100: [ SM TH] TESTILM DAT; 1
30 20- OCT-1999 20: 03: 04. 66, 22- SEP-
20:03:13.08: Status: Success
System request from node SYS002, process 40201C31, user SM TH
File fault (unshelve) file D SK$MYNODE: [ SM TH] TESTJLM DAT; 1
31 20- OCT-1999 20: 03: 13. 66, 20-COCT-
20:03:13.98: Status: Success
System request from node SYS002, process 40201C31, user SM TH
Unpreshel ve file DI SK$MYNODE: [ SM TH] TESTILM DAT; 1

Example of a Policy Audit Log Entry

6648 20- OCT-1999 18:33:03.31, 20-OCT- 18:33:04.16 status: Success
Reset PEp | ogs request from node MYNODE, PID 20200687, user BAILEY
6649 20- OCT-1999 18: 36:40. 36, 22- SEP-

17:23:04.16 status: Success

Schedul ed request from node MYNODE, PID 20200687, user SYSTEM
Reactive execution on vol une _$1$DKA100:

Usi ng policy definition HSMPDEFAULT_OCCUPANCY

Vol ume capacity is 5841360 bl ocks

Current utilization is 5286012 bl ocks
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Lowwat er mark is 90% or 5257224 bl ocks used

Primary policy definition Space Tine Wrking Set(STW5) was executed.
Secondary policy definition Least Recently Used(LRU) was not executed.
A total of 1454 requests for 28867 bl ocks were successfully sent

To reach the |owater mark O bl ocks nust be reclai med.

6650 20- OCT-1999 19: 25: 04. 10, 22- SEP- 18:36:47.42 status: Success
Exceeded quota request from node MYNODE, PID 20200687, user SYSTEM
Reactive execution on vol une _$1$DKA200:

Usi ng policy definition HSMPDEFAULT_QUOTA

Quota capacity is 194865 bl ocks

Current utilization is 203416 bl ocks

Lownvat er mark for U C [107,34] is 80% or 155892 bl ocks used

Primary policy definition Space Tine Wrking Set(STW5) was execut ed.
Secondary policy definition Least Recently Used(LRU) was not executed.
A total of 2051 requests for 48042 bl ocks were successfully sent

To reach the | owater mark O bl ocks nust be reclai med.

Example of a Shelf Handler Error Log Entry

EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEREEEEEEEEEEEEEEEREEEEEEEEREESEEEESEESREEESEESEESESESESESES]

** 29 ** REQUEST ERROR REPORT

Error detected on request nunber 29 on node SYS001
Entry | ogged at 20-OCT-1999 19: 53:06. 86

** Request | nfornation:

Identifier: 1

Process: 604003B9

User namne: SM TH

Ti mestanp:  20- OCT- 1999 19: 53: 05. 58

Client Node: SYS001

Sour ce: Application

Type: Shelve file

Fl ags: Nowait Notify

State: Original Validated

St at us: Error

** Request Parameters:

File: $1$DKAL100: [ SM TH] TESTJLM DAT; 1

** Error Information:

%1SM E- shelf access information unavailable for
$1$DKAL100: [ SM TH] TESTJILM DAT; 1

YSYSTEM E- SHELFERROR, access to shelved file failed
** Request Disposition:

Non-fatal shelf handler error

Fatal request error

Qperation was conpl et ed

** Exception |Information:

Excepti on Modul e Line

SHP_NO_OFFLI NE_I NFO SHP_3851

Exception Modul e Line

SHP_I NVALI D_OFFLI NE_I NFOSHP_4015

5.21 Activity Logging

The event logs contain information that islogged at the end of each request, together with its
final status. However, there is often a need to examine activity in progress for the following rea-
sons:

e To monitor HSM activity

e To troubleshoot a problem

* To see what files are being shelved during a policy run

* To determine if an emergency termination of requests is necessary

To this end, HSM provides an SMU SHOW REQUESTS command that indicates the number of
requests currently being processed. In addition, detailed information about requests can be
dumped to an activity log on a SHOW REQUESTS/FULL command. The activity log is named:

HSMBLOG: HSMBSHP_ACTI VI TY. LOG
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A new version of thefileis created for each SHOW REQUESTS /FULL command. The format
of the activity log is similar to the shelf handler audit log, except that additional flags are dis-

played indicating the current state of the request.

In contrast to the event logs, which have clusterwide scope, the activity log is a node-specific log
that reflects only the operationsin progress on the requesting node. To accurately see activity on
the entire cluster, you need to perform the SMU SHOW REQUESTS/FULL on every nodein the

cluster.

The following is an example of the activity log display:

** HSM Activity Log for Node MYNODE at 20-OCT-1999 16:37:06.67 **

1 20- OCT-1999 16: 35: 58. 68,

- Request

in progess - Status: Null status

System request from node MYNODE, process 20200B24, user BAILEY

FilelD Original Validated

Free space of 100 bl ocks for user BAILEY on volune _$1$DKA100:

2 20-OCT- 1999 16: 35:15. 46,

- Request in progess - Status: Null status

System request from node MYNODE, process 20200B24, user BAILEY

FilelD Original Validated

Free space of 171 bl ocks for user BAILEY on volune _$1$DKA100:

3 20- OCT- 1999 16: 34:42.02,

- Request in progess - Status: Null status

Shel f request from node MYNODE, process 20200B26, user HSMPSERVER

Original Validated

Fl ush cache file _$1$DKA0: [ HSM CACHE] TEST2. DAT$7702292510; 1 to shel f stor

age

4 20- OCT- 1999 16: 34:42.01,

- Request in progess - Status: Null status

Shel f request from node MYNODE, process 20200B26, user HSMPSERVER

Original Validated

Fl ush cache file _$1$DKA0: [ HSM CACHE] TEST1. DAT$7702292519; 3 to shel f stor

age

In the activity log, requests are logged in reverse order of being received. Also, al active
reguests are logged, including internal requests that do not appear in the audit log.

Canceling Requests

If upon monitoring the activity log, or otherwise, you wish to cancel certain requests, there are
several means to accomplish this. Thisis useful if apolicy has started that is about to shelve files
that you do not want to be shelved. Use the following table to determine how to cancel classes of

requests:

Table 5—6 Canceling Requests

To Cancel...

Issue the Following Command...

All requests

All shelve requests

All unshelve requests

All requests on a shelf

Shelve requests on a shelf
Unshelve requests on a shelf
All requests on avolume
Shelve requests on avolume
Unshelve requests on a volume

Cache flushing

SMU SET FACILITY/DISABLE=ALL

SMU SET FACILITY/DISABLE=SHELVE

SMU SET FACILITY/DISABLE=UNSHELVE
SMU SET SHELF name/DISABLE=ALL

SMU SET SHELF name/DISABLE=SHELVE

SMU SET SHELF name/DISABLE=UNSHELVE
SMU SET VOLUME name/DISABLE=ALL

SMU SET VOLUME name/DISABLE=SHELVE
SMU SET VOLUME name/DISABLE=UNSHELVE

SMU_SET_FACILITY/DISABLE=SHELVE
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Any request that isin operation may or may not complete. However, al pending requests are ter-
minated with an "OPERATION DISABLED" message.
Once a managed entity is disabled, it must be reenabled for operations on that entity to resume.

5.22Converting from Basic Mode to Plus Mode

Although you specify whether to install HSM Basic mode or HSM Plus mode during the instal-
lation process, you can convert to HSM Plus mode after the installation if you choose. To con-
vert to HSM Plus mode, you need to do the following:

e Shut down the shelf handler.

« Disable the facility.

e Enter used tapes into MDMS volume database.
e Change to Plus mode.

e Restart the shelf handler.

« If you intend to use the same archive classes for Plus mode, you must CHECKPOINT the
archive classes.

* Enable the facility.

Note

Once you have shelved filesin HSM Plus mode, you cannot go back to HSM Basic
mode.

The remainder of this section explains how to perform the conversion tasks in detail and pro-
vides recommendations that should make the transition easier.

5.22.1 Shutting Down the Shelf Handler

To shut down the shelf handler, you use the SMU SHUTDOWN command. This commands
shuts down and disables HSM in an orderly manner. To use this command, you must have
SYSPRV, TMPMBX, and WORLD privileges. If you do not shut down the shelf handler before
you convert to Plus mode, the database could become corrupted and files may become ineligible
for unshelving. Also, note that the mode change does not have effect until you restart HSM.

5.22.2 Disabling the Shelving Facility

To disable the facility across the cluster, you use the SMU SET FACILITY command. You also
use this same command, but with different qualifiers, to reenable the facility after the upgrade is
completed. Disabling the facility prevents people from attempting to shelve or unshelve files
while the conversion is in progress.

$ SMU SET FACI LI TY /DI SABLE=ALL

5.22.3 Entering Information for MDMS

To enable HSM Plus mode to access the appropriate information, you need to make MDMS
aware of (tape) volumes that already have been used. For new shelving, you can use volumes
already in the MDMS database.

For volumes that have already been used for HSM Basic mode, you need to allocate those vol-
umes for unshelving purposes to HSM, bearing in mind the specific volume names used for
HSM Basic mode. Because you need to use these volumes as "read-only" volumes, you may
want to create a special volume pool for all the old HSM Basic mode volumes.
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For more information on preparing HSM to work with MDMS, see the Getting Started with
HSM Chapter of the HSM Installation and Configuration Guide.

5.22.4 Changing from Basic Mode to Plus Mode

To change from HSM Basic mode to HSM Plus mode without reinstalling the HSM software,
you need to change information about the facility and restart the shelf handler. Because HSM

Version 3.0A converts existing HSM information upon install ation, you do not need to do any
additional conversion for HSM Plus mode to operate.

To change from HSM Basic mode to HSM Plus mode, use the following command:
$ SMU SET FACILITY / MODE=PLUS

5.22.5 Restarting the Shelf Handler

Once you have made all the HSM Basic mode volumes known to MDM S and have reset the
facility to HSM Plus mode, you are ready to restart HSM. To restart HSM, use the SMU STAR-
TUP command.

5.22.6 Using the Same Archive Classes

If you intend to use the same archive classes for HSM Plus mode as you used for HSM Basic
mode, you need to be very careful about the information that has been stored in those archive
classes so far. To protect thisinformation and enable HSM to use the same archive classes, you
need to checkpoint the existing archive classes before you enable the facility for shelving in Plus
mode.

The SMU CHECKPOINT command allows HSM to use the next volume in sequence for shelv-
ing operations within the archive class, but stops writing to the existing volumes for that archive
class.

5.22.7 Enabling the Facility

The last thing you need to do for HSM Plus to start running is to enable the facility for shelving
and unshelving operations, because you disabled it earlier. To do this, use the following com-
mand:

$ SMU SET FACI LI TY / ENABLE=ALL

5.22.8 Example Mode Conversion

Thefollowing isan example of a Basic mode configuration successfully converted to Plus mode.
The Basic mode configuration consists of:

* One tape device used for HSM purposes ($1$MKA100:)
e Two archive classes (1 and 2), of media type CompacTape Ill, used for HSM

e Four volumes used in each archive class (HS0001 - HS0004 for archive class 1, and
HS1001 - HS1004 for archive class 2) that have been used in Basic mode.

For the initial conversion to Plus mode, we will retain the same devices and archive classes for
operation. Additional archive classes and devices can be added later in the usual way.

The following example shows the commands to issue to convert the above Basic mode configu-
ration to Plus mode:

$!

$! Convert HSMto Plus Mde (does not affect current operations)
$!

$ SMU SET FACI LI TY/ MODE=PLUS

$! Disabl e HSM shel vi ng operati ons

$!
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$ SMJ SET FACI LI TY/ DI SABLE=ALL

i: Shut Down HSM and bring back up in Plus nbde

2! SMJ SHUTDOWN

i: Redefine the archive classes -

$! TK85K is a standard MDMS/ SLS nedia type for "ConpacTape |I1"

$! Pool TK85K _POOL is a pool for new volunes to be allocated in Plus node
$!

$ SMU SET ARCHI VE 1,2 / MEDI A TYPE=TK85K/ ADD_POOL=TK85K_POOL

$!

$! If needed, define the HSM device in TAPESTART. COM and restart

$! MDMS/ SLS. If the device is a magazine | oader, additional configuration
$! is necessary (see section 5.5.2 in the Guide to Operations).

$!

$! MIYPE_1  := TK85K
$! DENS_1 =

$! DRIVES_1 := $1$NKAL00:
$!

$ @YS$STARTUP: SLS$STARTUP. COM
$!

$! Define the Basic node volumes in the MDMS/ SLS Dat abase, using a
$! specific pool called HSMBASIC. This hel ps prevent these vol umes being
$! allocated by another application.

$!

STORAGE ADD VOLUME HS0001/ MEDI A_TYPE=TK85K/ POOL=HSM BASI C
STORAGE ADD VOLUME HS0002/ MEDI A_TYPE=TK85K/ POOL=HSM BASI C
STORAGE ADD VOLUME HS0003/ MEDI A_TYPE=TK85K/ POOL=HSM BASI C
STORAGE ADD VOLUME HS0004/ MEDI A_TYPE=TK85K/ POOL=HSM BASI C
STORAGE ADD VOLUME HS1001/ MEDI A_TYPE=TK85K/ POOL=HSM BASI C
STORAGE ADD VOLUME HS1002/ MEDI A_TYPE=TK85K/ POOL=HSM BASI C
STORAGE ADD VOLUME HS1003/ MEDI A_TYPE=TK85K/ POOL=HSM BASI C
STORAGE ADD VOLUME HS1004/ MEDI A_TYPE=TK85K/ POOL=HSM BASI C

RO R PO RSB D

$! Allocate the Basic node vol unes for HSM use.

STORAGE ALLOCATE TK85K/ VOLUME=HS0001/ USER=HSMPSERVER
STORAGE ALLOCATE TK85K/ VOLUME=HS0002/ USER=HSMPSERVER
STORAGE ALLOCATE TK85K/ VOLUME=HS0003/ USER=HSMPSERVER
STORAGE ALLOCATE TK85K/ VOLUME=HS0004/ USER=HSMPSERVER
STORAGE ALLOCATE TK85K/ VOLUME=HS1001/ USER=HSMPSERVER
STORAGE ALLOCATE TK85K/ VOLUME=HS1002/ USER=HSMPSERVER
STORAGE ALLOCATE TK85K/ VOLUME=HS1003/ USER=HSMPSERVER
STORAGE ALLOCATE TK85K/ VOLUME=HS1004/ USER=HSMPSERVER

$! Create a volune set for each archive class - all but the first
$! volune in an archive class MJUST BE APPENDED to the first vol ume
$! in the archive class. Also, the given user name nust be correct.

$! NOTE THE ORDER OF COWANDS - THI S IS SI GNI FI CANT TO GET THE

$! CORRECT PROGRESSI ON OF VOLUMES | N THE ORDER:
$! HSx001, HSx002, HSx003, HSx004
$!

$ STORAGE APPEND HS0001/ VOLUVE=HS0004/ USER=HSMBSERVER
STORAGE APPEND HS0001/ VOLUVE=HS0003/ USER=HSMPSERVER
STORAGE APPEND HS0001/ VOLUVE=HS0002/ USER=HSMPSERVER
STORAGE APPEND HS1001/ VOLUVE=HS1004/ USER=HSMPSERVER
STORAGE APPEND HS1001/ VOLUVE=HS1003/ USER=HSMPSERVER
$ STORAGE APPEND HS1001/ VOLUVE=HS1002/ USER=HSMBSERVER

$! Define new volunes for the archive classes to use in Plus node
$! (at least two per archive class).

$ STORACGE ADD VOLUME DECO01/ MEDI A TYPE=TK85K/ POOL=TK85K_POOL
$ STORACGE ADD VOLUME DEC002/ MEDI A_TYPE=TK85K/ POOL=TK85K_POOL
$ STORAGE ADD VOLUME DECO03/ MEDI A TYPE=TK85K/ POOL=TK85K_POOL
$ STORAGE ADD VOLUME DEC004/ MEDI A TYPE=TK85K/ POOL=TK85K_POOL
$!

$! Checkpoint the archive class to use new Plus node vol unes
$!

$ SMU CHECKPO NT 1, 2
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25 Shut down HSM agai n

; SMJ SHUTDOWN

2: Restart HSM

; SMJ STARTUP

2: Enabl e HSM shel vi ng operati ons
%I SMU SET FACI LI TY/ ENABLE=ALL

At this point you can begin shelving files to the new volumes in Plus mode, as well as unshelve
files from the previous volumes written in Basic mode.
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Operator Activities in the HSM
Environment

This chapter provides information on operator activitiesin the HSM environment. It coversthe
following:

« Enabling and running the operator interface

¢ Loading and unloading single volumes for HSM Basic mode
* Responding to BACKUP requests for HSM Basic mode

*  Working with magazine loaders for HSM Basic mode

*  Working with automated loaders for HSM Plus mode

* ldentifying typical operator messages

6.1 Enabling the Operator Interface

In most environments, HSM performs operations to nearline and offline storage devices. In
many cases, manual loading and unloading of tape volumes and tape magazines are required.
This section describes the messages that HSM issues to the OpenVMS OPCOM interface, and
what the operator’s possible options are.

When running HSM, the OPCOM operator interface must be enabled to allow the operator to
perform such loading and unloading. To enable the operator interface, enter the following com-
mand:

$ REPLY/ ENABLE=( CENTRAL, TAPES)

9900088008086 OPCOM 30- VAY- 1994 14: 25: 46. 05 980680888080
Operator _SYSO01$RTA2: has been enabl ed, usernane SYSTEM

9900088000806 OPCOM 30- VAY- 1994 14: 25: 46. 06 980080888080
Qperator status for operator _SYSO01$RTA2:
CENTRAL, TAPES

6.2 Loading and Unloading Single Tapes for HSM Basic Mode

When an HSM operation is directed at a nonmagazine loader tape drive, the operator is responsi-
ble for loading and unloading tapes on the drive. The following messages apply to nonmagazine
loader tape drives.

6.2.1 Load Volume, No Reply Needed
%OBBA8888086 OPCOM 21- OCT-13:52:47.09 %BBB8880

Message from user HSMBSERVER on MYNCDE
Pl ease mobunt vol ume HSZ001 in device _ (no reply needed)

This request, issued by HSM, requests that you load a specific volume label into the specified
drive.
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Do not issue a REPLY to this message.
6.2.2 Load Volume

99000880080 OPCOM 21-COCT- 13:52:48.04 900008880000
Request 2324, from user HSMBSERVER on MYNCDE
Pl ease mount vol ume HSZ0O0O1 in device _ ( OTHERNCDE)

Thisrequest, issued by the OpenVM S mount command, requests that you load a specific volume
label into the specified drive. Do one of the following:

If the volume exists, load the requested volume into the drive.

If the volume does not exist, load a scratch volume into the drive-the scratch volume can
can either have a blank label, or a label that is not in the HSM format.

Enter a $ REPLY/ABORT command to abort the operation.

If you load a volume into the drive, you can optionally reply with a confirmation:

$ REPLY/ TO=2324

If you do not reply after loading a volume, the mount completes and HSM proceeds anyway.

6.2.3 Reinitialize Volume

%WBBLAARBBER/ OPCOM 30- MAY- 14: 25: 46. 05 WBBAARBB8E0

Request 2324, from user HSMBSERVER on MYNODE

Allow HSMto reinitialize volume TEST to HS0001 in drive $1$MUAO:
NOTE: Previous contents of volune will be |ost

This message is displayed if you loaded a volume with a different label than the one requested.
Issue one of the following replies:

REPLY/TO=message_number if the volume can be safely re-initialized and used by HSM

REPLY/ABORT=message_number if the volume contains useful data and HSM cannot
use it

This reply is required. HSM will not proceed until the request is answered with one of the possi-
ble replies.

6.2.4 Volume Initialization Confirmation

9008088000808 OPCOM 30- VAY- 14:25:46.05  %088080000880
Message from user HSMBSERVER on MYNODE

Volurme in drive $1$MJAO: has been re-initialized to HS0001
Pl ease place |abel HS0001 on vol une when unl oaded

This message is a confirmation that HSM has reinitialized a volume label. It serves as a reminder
to place a physical volume label with the name listed in the message when the volume is
unloaded.

Do not issue a REPLY to this message.

6.2.5 Unload Label Request

%OBBAR8e880 OPCOM 30- VAY- 14: 25:46. 05 %8RB BBL880
Message from user HSMBSERVER on MYNODE
Pl ease pl ace | abel HS0001 on vol une unl oaded fromdrive $1$MJAO:

This message is displayed when a tape volume, initialized by HSM, is unloaded from a drive.
This is a final reminder to place the requested physical label on the tape volume, so that the vol-
ume can be located later. Do not issue a REPLY to this message.
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6.3 Responding to BACKUP Requests for HSM Basic Mode

In addition to HSM-generated OPCOM requests, OpenVMS BA CKUP also issues OPCOM
messages when handling continuation volumes for HSM Basic mode. Please refer to the Open-
VMS Utilities Manual: A - Z for information relating to BACKUP requests.

6.4 Working with Magazine Loaders for HSM Basic Mode

HSM issues OPCOM messages to |oad and unload magazines into a magazine loader. The fol-
lowing requests are issued:

6.4.1 Load Magazine

%ARBA8BEe08086 OPCOM 30- MAY- 14:25:46. 05 %R0
Request 3, from user HSMBSERVER on MYNCDE
Pl ease | oad nmgazi ne contai ni ng vol une HS0001 into drive $1$MJAO:

This message requests that you load a specific magazine (stacker) into a magazine loader tape
drive. The magazine itself is not identified, but the specific volume isidentified. You should
|ocate the magazi ne contai ning the specific volume, which should belabeled, and load that entire
magazine into the magazine | oader.

You should then enter one of the following:
¢ $ REPLY/TO=message_number if you successfully loaded the magazine

¢ $ REPLY/ABORT=message_number if you could not load the magazine for any reason

6.4.2 lllegal Magazine

0000880800808 OPCOM 30- VAY- 14:25:46.05  %088080000880

Message from user HSMBSERVER on MYNODE

The magazine | oaded in drive $1$MJAO: has an invalid HSM configuration.
Pl ease reconfigure nagazi ne before rel oadi ng

See HSM Cui de to Operations - Magazi ne Loaders

The magazine contains duplicate HSM volumes. Each HSM volume must have a unique label in
the format HSyxxx, where y is the archive class minus 1, and xxx is a string in the format 001 -
Z799. Please review the labels in the magazine, and initialize as appropriate. It is recommended
that the labels in the magazine are ordered by archive class in ascending order. For example,
HS0001, HS0002, HS1001, HS1002 etc.

Do not issue a REPLY to this message.

6.4.3 Unload Magazine
%eBBAR8e880 OPCOM 30- MVAY- 14: 25:46. 05 %BBBBL880

Message from user HSMBSERVER on MYNODE
Pl ease unl oad nagazi ne fromdrive $1$MJAO:

This message requests that you unload the current magazine from the specified drive, and store it
in its usual place.
Do not enter a REPLY to this message

6.5 Working with Automated Loaders for HSM Plus Mode

If HSM needs to use a volume or a volume contained in a magazine that is not currently
imported into the loader, there is a series of OPCOM requests and actions that need to occur for
HSM to continue without failing.

6.5.1 Providing the Correct Magazine

The following series of operator actions and replies occur when HSM needs to use a volume
contained in a magazine that is not imported into a loader.
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1. HSM issuesan OPCOM request asking for the volumeto be loaded into the jukebox.

$

9900088000886 OPCOM 23- FEB-1995 15:28:59.72 9%A680888080

Request 65514, from user HSMBSERVER on SLOPER

Pl ease inport volune AELOO08 or its associated nagazine into jukebox contain-
ing drive _SLOPER$MKA500:

2. The operator then tells MDM S to export the magazine currently in the loader.
$ STORAGE EXPORT MAGAZI NE MAGDO2

3. MDMS then issues a message requesting that the magazine currently imported be removed
from the jukebox and performsthe logical export.

988888888 OPCOM 23- FEB- 1995 15:30:15.76 9%888808808080880

Message from user SLS on SLOPER

Renmpove Magazi ne MARI02 from Tape Jukebox JUKEBOX1

¥SLS- S- MAGVOLEXP, magazi ne vol une AELOO1 exported from tape jukebox
YSLS- S- MAGVOLEXP, magazi ne vol une AEL002 exported from tape jukebox
YSLS- S- MAGVOLEXP, magazi ne vol une AELO03 exported from tape jukebox
YSLS- S- MAGVOLEXP, magazi ne vol une AELO004 exported from tape jukebox
YSLS- S- MAGVOLEXP, magazi ne vol une AELOO5 exported from tape jukebox
YSLS- S- MAGVOLEXP, magazi ne vol une AELO06 exported from tape jukebox
YSLS- S- MAGVOLEXP, magazi ne vol une AELOO7 exported from tape jukebox

4. The operator then physically removes the magazine from the jukebox.
5. The operator then tells MDMSS to import the magazine that contains the necessary volume.

$ STORACE | MPORT MAGAZI NE MAGD01 JUKEBOX1

9BBBBBB8888 OPCOM 23- FEB- 1995 15:30: 51.38 9%888880880880

Request 65515, from user SLS on SLOPER

Pl ace Magazi ne MAQRDO1l i nto Tape Jukebox JUKEBOX1l; REPLY when DONE

6. The operator physically places the magazine into the jukebox.

7. Oncethe magazine is physically in the jukebox, the operator needs to reply to the OPCOM
request to place the magazine in the jukebox. The operator’s reply must come from another
process besides the one that submitted the STORAGE IMPORT MAGAZINE command.

$ REPLY/ TO=65515
15: 31: 08. 27, request 65515 was conpl eted by operator _SLOPER$FTAG:

8. MDMS then logically imports the volumes into the jukebox.

YSLS- S- MAGVOLI MP, magazi ne vol une AELOO8 inported
YSLS- S- MAGVOLI MP, magazi ne vol une AELOQ09 inported into tape jukebox
YSLS- S- MAGVOLI MP, magazi ne vol une AELO10 inported into tape jukebox

into tape jukebox
i
i
YSLS- S- MAGVOLI MP, magazi ne vol une AELO1l1 inported into tape jukebox
i
i
i

¥SLS- S- MAGVOLI MP, magazi ne vol une AELO12 inported into tape jukebox
YSLS- S- MAGVOLI MP, magazi ne vol une AELO13 inported into tape jukebox
YSLS- S- MAGVOLI MP, magazi ne vol une AELO14 inported into tape jukebox

9. Atthis point, the necessary volume is in the jukebox. The operator must then reply to the
original OPCOM message requesting that the volume be placed into the jukebox.

$ REPLY/ TO=65514 15:31:17.45, request 65514 was conpl eted by operator
_SLOPERS$FTAG:

6.5.2 Providing the Correct Volume for a TL820

The following series of operator actions and replies occur when HSM needs to use a volume that
is not imported into a TL820 or similar device.

1. HSM issues an OPCOM request asking for the volume to be loaded into the jukebox.
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$

99000000008 OPCOM 23- FEB- 1995 15:28:59.72 988888888866

Request 65514, from user HSMBSERVER on SLOPER

Pl ease inport vol une AWKOO1l or its associated nagazine into jukebox contain-
ing

drive _SLOPER$NKA500:

2. The operator then issues the STORAGE IMPORT command. When the green light on the
TL 820 import goes on and an OPCOM message isissued requesting the load, the volume
can be inserted into the import. The command must be issued first since MDMS controls
access to the port door. The volume is physically inserted when MDM S asks for it.

$ STORACE | MPORT CARTRI DGE AWK001 JUKEBOX1

3. MDMSthen logically imports the volume into the jukebox.

¥SLS-S-VOLI MP, vol ume AWKOO01 inported into tape jukebox

4. At thispoint, the necessary volumeisin the jukebox. The operator must then reply to the
OPCOM message requesting that the volume be placed into the jukebox.

$ REPLY/ TO=65514 15: 31:17.45, request 65514 was conpleted by operator
_SLOPERS$FTAG:

6.6 Other MDMS Messages

OPCOM messages are provided in Plus mode when an attempt to select adrive for HSM opera-
tionsfails. An example of the messages follows:

%eBBAR8Ee886 OPCOM 30- Apr-1995 12:01: 23 %B88808800800

Message from user HSMPSERVER on SYS001

MDMS/ SLS error selecting a drive for volume DECL00, retrying

%ABBARBEe886 OPCOM 30- Apr-1995 12:01: 24 9%BARBERBERN

Message from user HSMBPSERVER on SYSOOlbad density specified for given nedia

type

Two messages are written as a pair: the first message is a constant message from HSM identify-
ing the problem volume. The second message is the MDMS/SLS error code received from the
call. Please note HSM does not consider a select failure as fatal, and retries the operation indefi-
nitely. Please examine the OPCOM messages and correct the MDM S/SL S problem: refer to the
Media and Device M anagement Services Guide to Operations for help in determining the prob-
lem. You can also use the command $ HEL P STORAGE MESSAGE command for moreinfor-
mation on specific MDMS/SLS messages for SLS/MDMS Versions prior to V2.6.

After the correction, HSM will proceed to process the requests normally. The OPCOM messages
are repeated every 10 minutes if the select error continues to occur.

Another MDMS OPCOM message is printed if MDMS selects a drive for atape volume, but
cannot load the volume because it is aready |oaded in another drive.

YB808000006 OPCOM 30- Apr-1995 12:01:23 988808806686

Message from user HSMBPSERVER on SYS001

Vol une APWD32 cannot be | oaded into selected drive $1$MKA100:

Volurme is |oaded in another drive
Check volune location and drive availability, REPLY when corrected

This message should not normally happen, but if it does you should check the following:

« Determine whether another user (besides HSM) is using the volume. If so, you will need to
wait until that user has finished with the volume and has deallocated the other drive. Then
you can reply to the OPCOM message.

* If no other user has allocated a drive with this volume, check access to the other drive via
STORAGE commands, MRU commands and/or OpenVMS MOUNT. If the volume cannot
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be accessed on the other drive, please follow corrective procedures by troubleshooting the
hardware problem. When the volume is accessible, then reply to the OPCOM message.

I'n addition to the specific information given here about working with automated |oaders, MDM S
may display other messages that you need to respond to or deal with on versions prior to V2.6.
For information about MDM S messages, see the MDM S online help.

$ HELP STORAGE nessages

6.7 Drive Selection and Reservation Messages for Both Modes

The following OPCOM messages may be displayed when an error occurs trying to select and
reserve adrive for HSM operations.

6.7.1 Unavailable Drive

WRRBBBBBRER OPCOM 30- Apr-1995 12:01: 23 9%RRRRRRRAA/%N

Message from user HSMBPSERVER on SYS001

Drive "nanme" has been marked unavail abl e and di sabl ed - Pl ease re-enable or
di sabl e using SMJ SET DEVI CE nane / ENABLE or /Dl SABLE

HSM has detected multiple errors while trying to use the drive, has assumed the drive to be bad,
and has disabled operations on the drive. This message is repeated every 10 minutes until the
operator enters one of the following commands:

e SMU SET DEVICE/DISABLED - This disables the device while possible repairs are
made. Entering this command stops the OPCOM message from being displayed. While the
device is disabled, alternative device(s) should be defined for HSM use.

¢ SMU SET DEVICE/ENABLED - This re-enables the device for use by HSM.
6.7.2 Reservation Stalled

9008088080886 OPCOM 30- Apr-1995 12:01:23 %088K8000088N
Message from user HSMBPSERVER on SYS001

Drive reservation for tape volume "nanme" stalled, retrying -
Optionally check drive availability and configuration

This message is an indication that a request for a tape drive is outstanding, and there are not
enough drives available to handle the request. This could be because all defined drives are busy,
or that a defined drive is disabled or otherwise cannot accept the request. Normally, no action is
needed on this message, and the request is processed when a drive frees up. However, if this
message persists for a long time, the operator should examine the HSM configuration and the
drives to see if there is a problem.

6.7.3 Wrong Tape Label

9008088080886 OPCOM 30-Apr-1995 12:01:23 %088K8000088N
Message from user HSMBPSERVER on SYS001

Tape volunme | abel on drive "nane" detected

Expected volunme "right_nane" but read "w ong_nane"

Pl ease check vol une and configuration

This message is displayed when HSM mounts the wrong tape for an operation. An accompany-
ing message will be issued for non-robot tape devices to request a load of the correct volume to
the specified drive.

6.8 Informational Operator Messages

The following OPCOM messages are printed out to log significant events in HSM operations.
They are also logged in the shelf handler audit log.
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HSM Startup Message
0ABERAAER, OPCOM  6-JUN- 13:55:18.52  YR0AGAG086ML

Message from user HSMBPSERVER on SYS001
HSM shelving facility started on node SYS001

This message is printed out when HSM is started on a node viaan SMU STARTUP command.
Do not issue a REPLY to this message.

HSM Shelf Server Message
Y900BBBEEEM, OPCOM  6-JUN- 13:55:18.39 906660600086

Message from user HSMBSERVER on SYS001
HSM shel f server enabl ed on node SYS001

This message is printed out when an HSM shelf server becomes enabled on acertain node. This
means that all tape operations are handled by this node from this point on. This messageis
printed out at startup of the server node or when a node takes over as the shelf server after afail-
ure.

Do not issuea REPLY to this message.
HSM Shutdown Message
900000008 OPCOM  6-JUN- 13:55:18.52 988888808066

Message from user HSMBPSERVER on SYS001
HSM shel ving facility shutdown on node SYS001

This message indicates that HSM has been shut down with an SMU SHUTDOWN command.
Do not issuea REPLY to this message.

HSM Termination Message
9000080068 OPCOM  6-JUN- 13:55:18.52  %88888888666

Message from user HSMBPSERVER on SYS001
HSM shelving facility term nated on node SYS001

This message indicates that HSM has terminated for some reason. It immediately follows any
shutdown message. If it appears without a shutdown message, then an error occurred. Refer to
the shelf handler error log to determine the cause of the error.

Do not issue a REPLY to this message.
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Solving Problems with HSM

This chapter explains how to identify and correct potential HSM problems.

7.1 Introduction to Troubleshooting

This chapter describes many of the common problems that can arise as a result of using HSM
and lists appropriate solutions. The chapter is structured into the following sections:

Introduction to Troubleshooting -Roadmap for locating appropriate log files, tools, and
problem categories while troubleshooting a problem

Troubleshooting Tools - An overview of HSM tools that you can use to diagnose and
resolve problems

Installation Problems - Problems that can arise when you install HSM

HSM Startup Problems - Problems that can arise when you startup or shutdown HSM in a
VMScluster environment

Mass Shelving Problems -The problem of unintentionally shelving a large number of files
all at once, how to  avoid this problem, and how to recover if it proceeds

System Disk Shelving Problems - The potential problems associated with allowing files on
the system disks to be shelved, and recovery solutions

HSM Plus Mode (MDMS) Problems - Problems that HSM Plus mode may have that are
actually MDMS problems

VMScluster Problems - Problems associated with running HSM on multiple nodes in a
VMScluster system

Online Disk Problems - Problems associated with management of online disks in an HSM
environment

Cache Problems-Problems associated with the use of an online cache as a staging area or
permanent shelf

Magneto-Optical Device Problems - Problems associated with using magneto-optical
devices

Offline Device Problems - Problems associated with nearline or offline tape devices in an
HSM environment

Magazine Loader Problems for HSM Basic Mode - Problems associated with the various
magazine loaders supported by HSM Basic mode, which may be dependent on the bus-
architecture to which they are connected

Robotic Device Problems for HSM Plus Mode - Problems associated with the various robot-
ically-controlled devices supported by HSM Plus mode, which may be dependent on the
bus-architecture to which they are connected
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Shelving Problems - Problems associated with the shelving and preshelving operations in
general

Unshelving Problems - Problems associated with the unshelving and file fault operations in
general

Policy Problems - Problems associated with preventative and reactive policy execution, and
policy tuning

HSM System File Problems - Problems associated with the loss and corruptions of the sys-
tem files that HSM uses for its operation

HSM Limitations - Some limitations to the extent that HSM can be used on online volumes,
and recovery actions if these limits are reached

The sections describing problems are in the following format:

Problem category

A problem category from the above list. Some problems may appear in several categories.
Read the above list to help determine the category of the problem you are experiencing.
Each problem category begins by describing the proper usage or configuration that can
avoid the problem in the first place. In many instances, reading this section is enough to
resolve the problem.

A table of specific problems in the following format:

Problem
A description of symptoms and possible problems within the category.

Solution

The solution is usually a specific solution to fix the specific problem assuming that it is a
problem. For example, the solution to the problem of not being able to shelve contiguous
files is:

SMJ SET VOLUME / CONTI GUOUS.

However, before issuing this command, you should evaluate the advantages and disadvan-
tages of shelving contiguous files.

Reference
A pointer to the section of the document that you should read for more details on the pro-
posed solution.

Compag recommends reading this chapter even if you have not experienced any problems. It can
alert you to potential problems to avoid when setting up and using HSM.

7.2 Troubleshooting Tools

HSM provides several tools and utilities to help troubleshoot problems and resolve them as they
occur. This section summarizes each tool and its purpose in troubleshooting.

7.2.1 Startup Logs

Two components of HSM have startup logs, which record the startup procedure and any failures
for the shelf handler process and the policy execution process:

HSM$LOG:HSM$SHELF_HANDLER.LOG - Shelf handler process startup log
HSM$LOG:HSM$SHELF_PEP.LOG - Policy execution process startup log

If you have problems starting up HSM (using SMU STARTUP), examine these logs for more
information. All messages to SYS$OUTPUT from the startup process and its subprocesses are
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writtento thislog. A new log file version is created for each startup event, and spansall nodesin
the

VM Scluster system. You need to read the log to determine the node to which the log file refers.
Event Logs

7.2.2 After a problem occurs, the first things you should check are the event logs:
e  HSM$LOG:HSM$SHP_AUDIT.LOG-Shelf handler audit log
¢  HSM3$LOG:HSM$SHP_ERROR.LOG-Shelf handler error log
e  HSMS$LOG:HSM$PEP_AUDIT.LOG-Policy execution audit log
e  HSM$LOG:HSM$PEP_ERROR.LOG-Policy execution error log

These logs report requests and errors, and have clusterwide scope. You should examine shelf
handler logs first, as these cover all activities performed by HSM. All user- visible requests are
reported in the shelf handler audit log, on both success and error.

If a problem occurs during the execution of a policy, whether scheduled preventative policy or
reactive policy, you can obtain more details on the error and associated policy execution in the
policy execution audit log. The policy audit log gives quite detailed information about the
progress of the policy execution and is logged for all policy runs. The policy error log gives
additional information if the policy failed because of an unexpected error. An error log entry is
not written if a policy simply fails to reach its goal-this information is written in the audit log.

Please note that entries are placed in the event logs at the completion of a request. Requests in
progress are not reported in the event logs, but rather in the activity log (see Section 7.2.3).

7.2.3 Activity Log

In contrast to the event logs, the activity log allows you to examine requests that are in progress.
This is useful if you suspect that an operation is hung, or there are requests that have been gener-
ated that you wish to cancel (such as an unintended mass shelving). An activity log can be
obtained using the SMU SHOW REQUESTS/FULL command, which dumps all in-progress
requests to the file HSM$LOG:HSM$SHP_ ACTIVITY.LOG. Note that the activity log is node-
specific.

The activity log is similar to the shelf handler audit log in format, except that the status and
"completion time" are necessarily different. In addition, flags showing the input options and
progress of the request also are displayed.

7.2.4 SMU LOCATE

If you are experiencing a problem in unshelving a shelved file's data, you can use the SMU
LOCATE command to retrieve full information about the file's data locations. Although HSM

tries to restore data from all known locations automatically, even when some of its metadata is
missing, there may be occasions when this is not possible. In these situations, you should use the
SMU LOCATE command to locate the file's data. Once you have found the data, you can restore
it manually using BACKUP (from tape) or COPY (from cache) commands. SMU LOCATE

reads the HSM catalog directly to find a shelved file's data locations.

You should note that the SMU LOCATE command does not work quite the same way as a typi-
cal OpenVMS commands when processing look-up and wildcard operations. The file name you
supply as input (including any wildcards) applies to the file as stored in the HSM catalog at the

time of shelving. Thus, for example:

¢ You may locate a shelved file by name, even if it has been deleted from the online system.
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e If the file has been renamed on the online system, you must use the old hame (current at
the time of shelving) to locate it.

« Alternatively, you can identify a file by file identifier, which together with a device name,
uniquely identify a file, regardless of any renaming that may have been done after shelv-
ing.

« If you do not specify a device and/or directory inthe SMU LOCATE command, it uses the
default of *:[000000...J*.*;*.

When you retrieve information using the SMU LOCATE command, several instances or groups
of stored locations may be displayed. These reflect the locations of the file when it was shelved
at various stages of its life. You should carefully review the shelving time and revision time of
the file to determine which, if any, is the appropriate copy to restore.

7.2.5 UNSHELVE/OVERRIDE

When a shelved file is accessed causing a file fault, or when a request to unshelve a file is made,
HSM performs consistency checking to validate that the shelved file data actually belongs to the
file being requested. There are many such tests, including verification of the file identifier,
device, and revision dates to ensure that the data being retrieved for the file is correct.

If any of the consistency checks fail, the file is not unshelved and the user-requested operations
fail with an error message. As the system manager, you may be able to force unshelving of the
file if some of these tests fail by using the UNSHELVE/OVERRIDE command, which requires
BYPASS privilege. This tool enables you to retrieve important file data in the event that an
unusual situation has occurred.

Compag recommends that you examine the circumstances of the original consistency failure
before using the UNSHELVE /OVERRIDE option. For example, use the SMU LOCATE com-
mand to verify the file revision dates. It is very likely that the data that you would restore is not
exactly current, and additional recovery may be needed. Under no circumstances should
UNSHELVE/OVERRIDE be used during normal operations (in policy scripts for example). The
consistency failure indicates that HSM has detected a real problem that needs to be examined.

7.2.6 SMU RANK

The SMU RANK command provides the capability of previewing an actual policy execution
against a volume, before any files are actually shelved. This lists the names of all files that would
be shelved if a policy were to be executed on a volume.

To avoid a mass shelving problem, Compaq recommends that you make extensive use of this
command before enabling any automatic policy executions on a volume (see Section 7.5).

This command also can be used to tune your policies so that they select the correct files for
shelving based on usage in your environment and that the quantity of files that they select is
manageable.

7.2.7 SMU SET and SHOW Commands

Many operational problems are caused by invalid or illogical configurations as set up using
SMU commands. You can use the SMU SET and SHOW commands to determine if your con-
figuration is valid and to make the configuration valid. The following are examples of common
configuration problems that can easily be corrected using the SMU SET and SHOW commands:

* A shelf is defined with no archive classes.
« A shelf with archive classes has no devices that support those archive classes.

e Operations are disabled on the facility, the shelf, the device, the cache, or the volume for
an operation.
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e An archive class is supported by a device with an incompatible media type.

* A magneto-optical (MO) device is set up using the SMU SET DEVICE instead of the
SMU SET CACHE command. MO devices are supported only as permanent shelves using
the SMU SET CACHE commands.

See Chapter 3 for a tutorial in configuring HSM and the appendix in the Installation Guide for an
example on how to set up a moderately complex configuration.

7.2.8 MDMS Tools for HSM Plus Mode

To verify the MDMS configuration and evaluate MDMS problems that affect HSM, use the fol-
lowing MDMS commands:

¢ STORAGE SHOW DRIVE

* STORAGE SHOW JUKEBOX
e STORAGE SHOW MAGAZINE
* STORAGE SHOW VOLUME

e STORAGE REPORT

For more information on these commands, see the Media and Device Management Services for
OpenVMS Guide to Operations.

7.3 Installation Problems

A number of problems can appear during the installation process. VMSINSTAL displays failure
messages as they occur. If the installation fails, you see the following message:

%/MSI NSTAL- E- I NSFAI L, The installation of HSM V2.1 has failed.

Depending on the problem, you may see additional messages that identify the problem. Then,
you can take appropriate action to correct the problem.

Sometimes, the problem does not show up until later in the installation process.

If the IVP fails, you see this message:

The HSM V2.1 Installation Verification Procedure failed.

%W/NSI NSTAL- E-| VPFAI L, The |VP for HSM V2.1 has fail ed.

Errors can occur during the installation if any of the following conditions exist:
e The operating system version is incorrect.

¢ Quotas necessary for successful installation are insufficient.

e System parameter values for successful installation are insufficient.

e The OpenVMS help library is currently in use.

e The product license has not been registered and loaded.

e« HSMi s currently running on at least one node in the cluster.

For descriptions of the error messages generated by these conditions, see the OpenVMS docu-
mentation on system messages, recovery procedures, and VMS software installation. If you are
notified that any of these conditions exist, you should take the appropriate action as described in
the message. For information on installation requirements, see Chapter 1 of the HSM Installation
Guide.
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7.4 HSM Startup Problems

This section describes problems that can occur while starting up HSM.
7.4.1 SMU Does Not Run

If you cannot run the Shelf Management Utility (SMU), examine Table 7-1 for more informa-
tion.

Note

In thereference column of athistable, |G referstothe HSM Installation Guide. When
IG isnot mentioned, assumethat thereferenceisto thisHSM Guideto Operations
Manual.

Table 7-1 SMU Does Not_Run

Problem Solution Reference
HSM license not installed Install the HSM License IG Section 1.1.3
DECthreads images not Install DECthreads images IG Section 1.1.4
installed
HSM logical names not defined ~ Define HSM$CATALOG, Section 2.11
HSM$MANAGER, and
HSM$LOG
Installation not compl ete Complete installation IG Section 1.3
Insufficient privilege Check privileges in current account IG Section 1.2.1

7.4.2 The Shelf Handler Does Not Start Up

If the shelf handler process (HSM$SHELF_HANDLER) does not start up, examine Table 7-2
and the following files for more information:

¢  HSM$LOG:HSM$SHELF_HANDLER.LOG-Shelf handler startup log
¢  HSM$LOG:HSM$SHP_ERROR.LOG-Shelf handler error log

Note

In thereference column of athistable, |G referstothe HSM Installation Guide. When
IG isnot mentioned, assumethat the referenceisto thisHSM Guideto Operations
Manual.

Table 7—2 The Shelf Handler Does Not Start Up

Problem Solution Reference
HSM license not installed Install the HSM License IG Section 1.1.3
Catdog not created Create a catal og IG Section 1.4.2
SMU databases not created Create databases; run SMU or

HSM$STARTUP.COM
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7.4 HSM Startup Problems

Table 7—2 The Shelf Handler Does Not Start Up

Problem Solution Reference
HSDRIVER not loaded On VAX systems. SY SGEN CON- IG Section 1.4.1
NECT/NOADAPTER On Alphasys-
tems:SYSMAN 10_CONNECT
HSAO: /NOADAPTER
HSM logical names not defined ~ Define HSM$CATALOG Section 2.11
HSM$MANAGER, and HSM$LOG
HSM logical names not system-  Use DEFINE/SY STEM Section 2.11
wide
HSM logical names not same Use SYSMAN to define Section 2.11
clusterwide
HSM logical names not correct  Check and redefine HSM$CATA- Section 2.11
LOG HSM$MANAGER, and
HSM$LOG
Version limitson HSM$LOG Remove version limits from Section 2.11
directory HSM$L OG directory
Shelf handler aready started Nothing
Insufficient quotas Increase quotas IG Sectionl1.2.4
Insufficient privilege Check and change HSM$SERVER |G Section 1.2.1
account V
Insufficient disk space on Delete somefiles or redirect to
HSM$MANAGER HSM$CAT-  another disk
ALOG HSM$LOG
Request log corrupted Delete-
HSM$SHP_REQUEST*.SYS;* and
restart
SMU database corrupted Delete HSM$LOG:HSM$*.SMU,
recreate databases and restart; run
SMU or HSM$STARTUP.COM
Catdog corrupted Recover catalog from BACKUP copy ~ Section 5.10.2
and restart
Installation not complete Complete installation IG Section 1.3
Shelf handler running in Basic SMU SET FACILITY Section 5.22

mode after converting to Plus
mode Verify all conversion
steps performed especially SM

/IMODE=PLUS

7.4.3 Policy Execution Process Does Not Start Up

If the shelf handler successfully starts up, but the policy execution process does not, examine
Table 7-3 and the following files for more information:

e HSMSLOG:SHELF_PEP.LOG - Policy execution startup log
¢ HSMS$LOG:PEP_ERROR.LOG - Policy execution error log
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7.4 HSM Startup Problems

Note

In thereference column of athistable, |G referstothe HSM Installation Guide. When
|G isnot mentioned, assumethat thereferenceisto thisHSM Guide to Operations

Manual.

Table 7-3 Policy Execution Process Does Not Start Up

Problem Solution Reference
Version limitson HSM$LOG Remove version limits from
directory HSM$L OG directory
Policy execution process Nothing
aready started
Insufficient quotas Increase quotas IG Section 1.2.4
Insufficient privilege Check and change IG Section 1.2.1
HSM$SERV ER account privi-
leges
Insufficient disk space on Delete somefilesor redirect to
HSM$MANAGER, HSM$LOG  another disk
SMU database corrupted Delete
HSM$LOG:HSM$*.SMU, rec-
reate databases and restart; run
SMUor HSM$STARTURCOM
Installation not complete Completeinstallation IG Section 1.3

7.4.4 HSM Does Not Shut Down

If you have entered a SHUTDOWN command, but HSM does not shut down, and you have

waited at |east 30 seconds, examine Table 7-4 for more information.

Table 7-4 HSM Does Not Shut Down

Problem

Solution

Reference

HSM requests are in progress

BACKUP operationisin
progress

HSM is hung

SMU SHUTDOWN/NOW

Wait 5 minutes- HSM does not
exitif aBACKUP SAVE opera
tionisin progressunlessa5
minute timeout expires: look for
HSM$SERVER_xx processes
in SHOW SY STEM to verify

Use SYSMAN DO sSMU
SHUTDOWN/FORCE on dl
nodes

7.4.5 Shelving and SMU Commands Do Not Work

The following symptoms mean that parts of the HSM system are not running:

Shelving and SMU commands hang.

Shelving commands and SMU commands receive a shelf handler communications error

message.
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7.5 Mass Shelving

e The text unknown version appears on a component of the SMU SHOW VERSION com-
mand.

If the shelving driver is not loaded, issue the following command on OpenVMS VAX™ sys-
tems:

$ MCR SYSGEN CONNECT HSAO: / NOADAPTER

If the shelving driver is not loaded, issue the following command on OpenVMS Alpha™ sys-
tems:

$ MCR SYSMAN | O CONNECT HSAO: / NOADAPTER

To recover any other component, issue the following command:
$ SMJU STARTUP

7.5 Mass Shelving

Unintended mass shelving can occur when you enable OCCUPANCY, HIGHWATER_MARK,
and QUOTA operations on specific volumes, or the default volume, without careful preparation.
Compag recommends that you stage automatic shelving, one volume at a time, and in manage-
able quantities on those volumes by gradually lowering the volume's low water mark from its
current occupancy level to the desired level.

You should not attempt to shelve more than 1000 files at a time, otherwise HSM's performance
will degrade. Use the SMU RANK command to determine the quantity (and names) of files that
would be shelved, before enabling the policy.

If you have accidentally initiated a mass shelving operation on a volume, use Table 7-5 to
recover.

Note

In thereference column of athistable, |G referstothe HSM Installation Guide. When
|G isnot mentioned, assumethat thereferenceisto thisHSM Guide to Operations
Manual.

Table 7-5 Accidentally Starting Mass Shelving

Problem Solution Reference
Cannot determine what would Use SMU RANK HSM Command Reference
be shelved Guide
Do not know what'’s being Use SMU SHOW HSM Command Reference
shelved REQUESTS/FULL Guide
Want to stop shelving on vol- Use SMU SET VOLUME /DIS
ume ABLE=SHELVE
Want to stop al shelving Use SET FACILITY /DIS-
ABLE=SHELVE
Want to recover all Use UNSHELVE
shelved files device:[000000...]* .*;*

Additional options exist to cancel shelving operations at other granularities. See Section Table 5-
6.

Solving Problems with HSM 7-9



Solving Problems with HSM
7.6 Shelving on System Disks

Note that once a shelving policy has begun, it istoo late to simply disable the policy on the vol-
ume: SHELVING must be disabled. However, it isagood idea to disable OCCUPANCY,
HIGHWATER_MARK, and EXCEEDED QUOTA on the volume, in case a trigger initiates
another mass shelving on the volume.

7.6 Shelving on System Disks

War ning

Compaq strongly recommendsthat you do not enable shelving or any automatic shelv-
ing policies on system disks.

Although the installation procedure marks OpenV M S system files as unshelvable, this could be
enabled (intentionally or unintentionally) later. The installation procedure does not protect lay-
ered product files from shelving. You should define system disks separately from the
HSM$DEFAULT volume and disable all HSM operations, asin the following example:

$ SMJU SET VOLUME SYS$SYSDEVI CE: / DI SABLE=ALL

Note that if there is more than one system disk in a VM Scluster system, the command should be
issued on each node that hasits own system disk. This especialy appliesto mixed VAX and
Alpha VM Scluster systems.

If OpenVMS system or key layered product files are shelved, the consequences are that it may
no longer be possible to boot any system in the VM Scluster environment. Specifically, if afile
involved in the system startup stream is shelved, then accessed before HSM is started, the boot
procedure will fail. Recovery may require a complete reinstallation of OpenVMS and affected

layered products. It is much better to simply disable shelving on the system disks rather than to
have to worry about all these consequences.

The procedures in Table 7-6 should be adopted to prevent or recover from this condition.

Table 7—6 Shelving on System Disks

Problem Solution Reference
Prevent shelving on system SMU SET VOLUME
disks system_disk: /DISABLE=ALL
Prevent OpenVMS system files  SET FILE
from being shelved disk:[directory_tree...]*.*;*/NO
SHELVABLE

Recover if system cannot boot Reingtall OpenVMS and
affected layered products

7.6.1 HSM Plus Mode (MDMS) Problems

There are anumber of problemsthat HSM Plus mode may have that are not HSM problems, but
areinstead problems with MDMS. Many of these problems are related to MDMS configuration
issues. For more information, see the Plus Mode Offline Environment Chapter of the HSM
Installation and Configuration Guide and the Media and Device Management Services for Open-
VMS Guide to Operations.
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7.7 HSM VMScluster Problems

Note

In thereference column of athistable, |G referstothe HSM Installation Guide. When
|G isnot mentioned, assumethat thereferenceisto thisHSM Guide to Operations
Manual unless otherwise specified.

Table 7-7 MDMS Problems

Problem

Solution

Reference

No volumes are defined in the
MDM S volume database for the
volume pool HSM is using

HSM is not authorized to access
the volume pool.

The mediatype specified for the
archive classin HSM does not
match any valid mediatype
defined in TAPESTART.COM.

MDMS is not running.

HSM asks you to load volumes
that are contained in a roboti-
cally controlled device

Usethefollowing HSM com-
mand to add new volumesto the
volume pool $ STORAGE
ADD VOLUME 6vol_name
/POOL=pool_name or use the
following command to add
existing volumes to the volume
pool: $ STORAGE SET VOL-
UME vol_name
/POOL=pool_name

Use the MDMS Administrator
menu to authorize access to the
volume pool

Look at TAPESTART.COM to
find avalid media type defin-
tion. Use HSM $ SMU SET
ARCHIVE
/MEDIA_TYPE=media_type
to associate the appropriate
media type with the archive
class.

$Use thefollowing command to
start up MDMS: @SY S$STAR-
TUP:SLS$STARTUP

Check vaue for QUICKLOAD
in TAPESTART.COM; -
QUICKLOAD should be st to
1 to indicate the operator does
not need to respond to requests
to load volumes. Be sure all
jukeboxes are defined correctly.

Installation & Configuration:
Guide, Chapter

HSM Ingallation & Configura-
tion Guide, Chapter 6

Installation & Configuration
Guide, Chapter 6

MDMS Guide to Operations

MDMS Guide to Operations

7.7 HSM VMScluster Problems

HSM is designed to run in a VM Scluster environment. It must run on al nodesin the cluster so
that files can be accessed from any node. The following requirements define how HSM must be
run in acluster environment for correct operation:

¢ HSM must be started on all nodes in the VMScluster system-it is recommended that HSM is
started automatically in each node's startup procedure.

e The logical names HSM$MANAGER, HSM$LOG and HSM$CATALOG must be defined
as systemwide logical names with the same definition on all nodes in the VMScluster sys-
tem. Use SYSMAN with VMScluster environment to define these logical names.

e All devices defined as cache devices, including magneto-optical disks, must be system-
mounted and accessible from all nodes in the VMScluster system.
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7.7 HSM VMScluster Problems

« In Basic mode, tape devices must be accessible from all nodes enabled as shelf servers in the
VMScluster system. If no shelf servers are specified, the devices must be accessible from
all nodes in the VMScluster system.

e After installation, be sure to run HSM$STARTUP.COM on all cluster nodes of the same
architecture to install sharable images, define logical names, and correctly start up HSM.
Using SMU STARTUP after an installation or upgrade of HSM is not sufficient on the first
startup attempt.

If you are still having VMScluster problems, examine Table 7-8 for more information.

Note
In thereference column of thistable, |G referstothe HSM Installation Guide. When
IG isnot mentioned, assumethat the referenceisto thisHSM Guideto Operations
Manual.
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Table 7-8 HSM VMScluster Problems

7.8 Online Disk Problems

Problem

Solution

Reference

No control over shelf server
node

Shelf server node isunavail able

No failover after shelf server
failure Verify that multiple
nodes are defined as designated
servers

Cannot use cache disk on anode
Cannot use private cache disk
on avisible node

Cannot accesstapedrivefroma
server node

Cannot locate a shelved filein
catalog

SMU database definitions dif-
ferent on nodes

Do not know which nodeis
server

No node comes up as server

SMU SET FACILITY
/SERVER=node,

Specify aternate /multiple shelf
server nodes

HSM Command Reference
Guide

System mount cache disk on
the node

All cache disks must be
VM Scluster

All drives must be visibleto all
shelf server nodes

Define HSM$CATALOG with
same definition on all nodes

DefineHSM$MANAGER with
same definitions on all nodes

Search shelf handler audit log
for last server startup

Startup HSM on one or more
defined server nodes

HSM Command Reference
Guide

HSM Command Reference
Guide

IG Section 1.5

IG Section 1.5

7.8 Online Disk Problems

You can enable HSM operations on any or all of your online disks in the cluster as long as those
disks are served and accessible to al nodesin the VM Scluster system. HSM operations on
purely local disks are not supported for HSM Version 2.2.

The online disks must be mounted and accessible to all nodes in the cluster. Any suitably privi-
leged user can perform HSM operations on system-mounted disks. Access to group-mounted

disks are subject to the same restrictions for HSM as normal operations. Process-mounted disks
areineligible for HSM operations.

HSM keeps afile open on all disks enabled for HSM operations: this file must be closed if the
disk needs to be dismounted for any reason. To do this, enter the following commands:

¢ SMU SET VOLUME/DISABLE=ALL to close the file on the disk

» Ifthe disk is an HSM cache disk, you also need to enter one of the following commands:

— SMU SET CACHE/DELETE to close the file following a cache flush: this keeps the
file open until the flush is complete, but maintains full access to shelved file data:
the flush may take many minutes to complete.

— SMU SET CACHE/DISABLE to close the file immediately: access to shelved file data
in the cache is not possible while the disk is dismounted.

Table 7-9 shows problems that can occur with online disks.
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7.9 Cache Problems

Note

In thereference column of thistable, |G referstothe HSM Installation Guide. When
|G isnot mentioned, assumethat thereferenceisto thisHSM Guide to Operations
Manual.

Table 7-9 Online Disk Problems

Problem Solution Reference

HSM operation isdisabled on SMU SET VOLUME/ENABL E=opera- HSM Command Ref-
volume tion erence Guide
Volume does not exist in SMU Use attributes of HSM Command Ref-
database HSM$DEFAULT_VOLUME erence Guide
Unintended mass shelving SMU SET VOLUME /DIS Section 7.5

started on volume ABLE=SHELVE

Cannot unshelve to local vol- HSM Command Reference Guide

ume Use SMU LOCATE and
retrieve the data manually

Volume cannot be dismounted, SMU SET VOLUME/DISABLE=ALL HSM Command Ref-
openfile erence Guide

Cache volume cannot be dis- SMU SET CACHE /DISABLE HSM Command Ref-
mounted, open file erence Guide

Device full on unshelve Purge/del ete/shelve somefiles, or run

HSM policy, and retry.

Exceeded quota on unshelve Purge/del ete/shelve some files of the same
owner as the shelved file, or run HSM pol-
icy, and retry.

Run out of file headers Thereisan OpenVMS limit on the number

of file headers available on a system. For
more information, see Section 7.18.1.

No HSM operations run, vol- Mount volume read/write for any opera-

ume is mounted read-only tion, even unshelving. Disable the volume
for all HSM operationsif it is mounted
read-only.

HSM operations hang, write- Reset write protect button. If you must

protect button pushed on disk write-protect the disk, the proper opera-
tionsare: disable all HSM operations on
volume, then mount the volume read-only.

7.9 Cache Problems

The following problems are related to using an online cache. Unless you use the/BACKUP
qualifier on the cache to create nearling/offline shelf copies at shelving time, your file data exists
as asingle copy on one of the defined cache devices until the cache is flushed. To ensure that this
single copy provides the same level of protection as your online data, Compag recommends the
following:

e Configure your cache disk as a shadowed disk-this eliminates problems due to disk head
crashes

e Back up your cache disk regularly-nightly is recommended
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7.10 Magneto-Optical Device Problems

Synchronize your nightly backups with cache flushing: flush the caches first, then perform
nightly backups-in this way, the cache is usually empty

Table 7-10 shows problems that can occur with cache operations.

Note

In thereference column of thistable, |G referstothe HSM Installation Guide. When
|G isnot mentioned, assumethat thereferenceisto thisHSM Guide to Operations
Manual.

Table 7-10 Cache Problems

Problem

Solution

Reference

Cacheis not used on all nodes

Cache disk is never used

Cacheis not used: filesgo to
tape

Cacheis not used: filesgo to
tape

Cacheis not used: filesgo to
tape

Cache gets device full Cache
disk isfull- define additional
cache disks

Cacheisas dow astape opera
tion

Cache flush does not occur
when cache high water mark is
reached

Cache flush does not occur on
schedule

Ensure cache device isvisible
and system-mounted on all
nodes

Cachedisks arefilled to high
water mark before switching to
another cache

Cache disabled- enable the
cache

Cache is full-define additional
cache disks or increase block
size

Fileistoo largetofitin the
cache- increase block size if
needed

HSM Command Reference
Guide

Normal behavior with
/BACKUP qualifier

Define ahigh water mark of less
than 100%

See Offline Device Problems

HSM Command Reference
Guide

HSM Command Reference
Guide

HSM Command Reference
Guide

HSM Command Reference
Guide

HSM Command Reference
Guide

Section 7.12

7.10Magneto-Optical Device Problems

You can use magneto-optical devicesin HSM by defining them as cache devices. Aswith other

cache devices, each device must be accessible and system-mounted on all nodes in the
VM Scluster system. You can use magneto-optical devicesin one of two ways:

As a staging area prior to shelving to tape. Define the cache as INOBACKUP with a
HIGHWATER_MARK and /INTERVAL and /AFTER which enabled periodic cache
flushing.

As a permanent shelf. Define the cache with /BACKUP, with /HIGHWATER=100 and
/INOINTERVAL to inhibit cache flushes.
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7.11 Offline Device Problems

Each platter (or side of platter) that you wish to use as a cache must be defined with an SMU
SET CACHE command, and system-mounted on all nodes in the VM Scluster system. Use the
logical device name of the mounted MO volume (JBxxx:) in the SET CACHE commands, not
the name of the MO drives.

Table 7-11 shows problems that can occur with magneto-optical devices. See also cache prob-
lemsin Section 7.10.

Note

In thereference column of thistable, |G referstothe HSM Installation Guide. When
|G isnot mentioned, assumethat thereferenceisto thisHSM Guide to Operations
Manual.

Table 7-11 MO Device Problems

Problem Solution Reference
MO devices do not work Install and run OSMS V3.3

software
Other problems See Cache Problems Section 7.10

7.11 Offline Device Problems

You can configure any number of nearline/offline devices for HSM use.

In Basic mode, nearline and offline devices must be accessible by all nodesin the VM Scluster
system designated as shelf servers, or al nodesin the VM Scluster system if no servers are spec-
ified.

In Plus mode, you can use nearline and offline devices that are:

¢ Onthe VMScluster system, but not directly accessible to the shelf server

¢ OnaVMsScluster system that is physically remote from the shelf server through RDF and
the SMU SET DEVICE/REMOTE command

Remote devices cannot be dedicated for HSM use.

Non-remote devices can be shared or dedicated for HSM use. If you set up a device for dedicated
use, HSM will keep a tape mounted in the device at all times in anticipation of the next opera-
tion. With shared usage, HSM dismounts and unloads the device within one minute of the last
operation.

Except when you are using nearline devices exclusively, tape operations are requested using
OPCOM messages. You should enable OPCOM classes CENTRAL and TAPES at all times to
respond to such messages.

Table 7-12 shows problems that can occur with offline devices.
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7.12 Magazine and Robotic Loader Problems

Note

In thereference column of athistable, |G referstothe HSM Installation Guide. When
IG isnot mentioned, assumethat the referenceisto thisHSM Guideto Operations

Manual.

Table 7-12 Offline Device Problems

Problem

Solution Reference

Tape operations hang-device
allocated to another user

Tape operations hang-no
OPCOM messages

Tape operations hang-media

offline or volume not software
enabled

Device not selected on node
(HSM Basic mode)

Device not released to other
applications, devicein use

Device not released to other
applications, device not in use

Tape operations are dow for
online user

Magazine loader problems

Wait until other user dismounts
tape, HSM will then proceed

Enable OPCOM classes CEN-
TRAL and TAPES

Put media online with online Release Notes
button; if this does not work,

there may be a subsystem

access error to the drive -see

Release Notes

Ensure deviceis accessible
from all server nodes, or spec-
ify server nodes and shutdown

and restart HSM

SMU SET DEVICE /DIS HSM Command Reference
ABLE Guide

SMU SET HSM Command Reference
DEVICE/SHARE=0peration Guide

Use acache

See Section 7.13

7.12Magazine and Robotic Loader Problems

HSM supports various types of Digital magazine loaders and robotically-controlled large tape
jukeboxes for use as nearline shelf storage. Specific support varies depending on whether you
arerunning HSM in Basic mode or Plus mode. You define these devices with SMU SET
DEVICE commands as you would for any offline device and additiona MDM S commands for
HSM Plus mode. Table 7-13 shows problems that can occur with magazine or robotic loaders.

Note

In thereference column of athistable, |G referstothe HSM Installation Guide. When
IG isnot mentioned, assumethat the referenceisto thisHSM Guideto Operations

Manual.

Table 7-13 Loader Problems

Problem Solution Reference
Tape requests hang Ensure robot name is defined IG Section 1.4.4
and connected to the appropri-
atedriver
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Table 7-13 Loader Problems

Problem

Solution

Reference

Tape inventories are taken too
often(Basic mode)

Robot tape device not handled
asrobot in Basic Mode

Robot tape device not handled
asrobot namein Plus Mode

SCSl robot device cannot be
used when connected to SCSI
bus

L oading does not work on DLT
loaders

Load fault on magazine loader

HSM loses status, takes inven-
tory of drive/magazine because
of manual loading

HSM does not unload volume
after operations on shared
device (Basic mode)

Cannot use loader because
HSM isusing it

Other problems

Do not switch volumesin
magazines, the wrong maga-
zine, or switch volumes
between magazines

Check that robot nameis
defined (Basic Modein SMU
device only)Robot Name defini-
tion.

Check that robot is defined cor-
rectly in MDM S TAPE-
START.COM

Connect robot name to
GKDRIVER

Ensure key position isin locked
or system command position
(key or square symbol)

Reset the loader, insert maga-
zine with no volumein
drive,HSM will continue

Do not manually change maga-
zines or load other volumes
until HSM has completed oper-
ations and dismounted the vol-
umein the drive (issue $SHOW
DEVICE)

HSM dismounts thevolume, but
the unloading must be done
manually or under control of
another application

SMU SET DEVICE /DIS-
ABLE

See Section 7.12

HSM Ingallation & Configura-
tion Guide, Chapter 6

|G Section 1.4.4

HSM Command Reference
Guide

7.13Shelving Problems

Table 7-14 describes generic shelving problems. These problems may additional to specific
cache or device problems. Many of these problems also apply to preshelving.

Table 7-14 Shelving Problems

Problem

Solution

Reference

Cannot shelve, capacity license
exceeded

Shelving operation disabled on
facility

Delete obsolete files or increase
license capacity

SMU SET FACILITY
/ENABLE=SHELVE

HSM Command Reference
Guide
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Table 7-14 Shelving Problems

7.13 Shelving Problems

Problem Solution Reference

Shelving operation disabled on SMU SET SHELF HSM Command Reference
shelf /ENABLE=SHELVE Guide

Shelving operation disabled on SMU SET VOL- HSM Command Reference
volume UME/ENABLE=SHELVE Guide

Cannot shelvefile, insufficient
privilege

Cannot shelvefile, ineligible
file

Can shelvefile, but want to dis-
able

Cannot shelve contiguousfile
Can shelve contiguous file, but
want to disable

Cannot shelve placed file

Can shelve placed file, but want
to disable

Cannot shelve very largefile
Cannot shelve file, volume indl -
igible

Can shelve files on volume, but
want to disable

Cannot shelve files, no archive
classes for shelf

Cannot shelve files, no devices
defined for archive

Ctrl/Y does not cancel shelve
operation

Cacheproblemsduring shelving

Offline device problems during
shelving

Magazine loader problems dur-
ing shelving

Must have read and write
access, GRPPRV or BY PASS
privileges

SET FILE /SHELVABLE Cer-
tain types of file are aways
ineligible however

SET FILE/NOSHELVABLE
SMU SET VOLUME /CON-
TIGUOUS

SMU SET VOLUME/NOCON-
TIGUOUS

SMU SET VOLUME/PLACE-
MENT

SMU SET VOLUME
/INOPLACEMENT

Files larger than 45% of disk
capacity can never be shelved

SMU SET VOLUME
/ENABLE=SHELVE

SMU SET VOLUME/DIS-
ABLE=SHELVE

SMU SET SHELF
/ARCHIVE=n/RESTORE=n. If
shelving to cache only, be sure
that cache devices are defined
and enabled.

SMU SET DEVICE
/ARCHIVE=n

SHELVE/CANCEL

See Section 7.10

See Section 7.12

See Section 7.13

Section 5.5

HSM Command Reference
Guide

HSM Command Reference
Guide

HSM Command Reference
Guide

HSM Command Reference
Guide

HSM Command Reference
Guide

HSM Command Reference
Guide

HSM Command Reference
Guide

HSM Command Reference
Guide

HSM Command Reference
Guide
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7.14Unshelving Problems

Table 7-15 describes generic unshelving problemsthat are in addition to specific cache or device
problems. Unshelving problems also apply to file faults.

Table 7-15 Unshelving Problems

Problem Solution Reference

Unshelving operation disabled SMU SET FACILITY HSM Command Reference
on facility /ENABLE=UNSHELVE Guide

Unshelving operation disabled SMU SET SHELF HSM CommandReference
on shelf /ENABLE=UNSHELVE Guide

Unshelving operation disabled SMU SET VOLUME HSM Command Reference
on volume /ENABLE=UNSHELVE Guide

Cannot unshelve file, insuffi-
cient privilege

Cannot unshelvefile, inconsis-
tent state

Cannot unshelve file, access
information lost

Cannot unshelvefile, catalog
or catalog entry missing

Ctrl/Y does not cancel unshelve
operation

Device full on unshelve

Exceeded quota on unshelve

Cache problems during unshel v-
ing

Offline device problems during
unshelving

Magazine loader problems dur-
ing unshelving

Must have read access, or GRP-
PRV, READALL or BYPASS

privilege

UNSHELVE/OVERRIDE, but
use with caution

SMU LOCATE and manually
recover

See Section 7.17

UNSHELVE/CANCEL

Purge/del ete/shelve somefiles,
or run HSM policy, and retry

Purge/del ete/shelve some files
of the same owner as the
shelvedfile, or run HSM policy,
and retry

See Section 7.10

See Section 7.12

See Section 7.13

Section 7.2.5
HSM Command Reference

Guide

HSM Command Reference
Guide

7.15Policy Problems

HSM policies are designed to automatically shelvefiles based on triggersinitiated by online disk
events, high water marks, or scheduled operation. All problems with policies should first be
examined by reading the following files:

¢  HSM$LOG:HSM$PEP_AUDIT.LOG-Policy audit log
¢  HSM$LOG:HSM$PEP_ERROR.LOG-Policy error log
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7.15 Policy Problems

In addition, details on specific policy runs can be found in the output file specified with SMU

SET POLICY/OUTPUT.

Because policy runs usually involve shelving operations, please see also Section 7.14 if the

shelving operations of the policy fail, rather than the policy itself.

Table 7-16 shows problems that can occur with policy execution.

Table 7-16 Policy Problems

Problem

Solution

Reference

No palicies will run, palicy pro-
cess not started

Preventative policy defined, but
never runs

Palicies shelve recently
accessed files

Reactive policy runs on system
disk

Palicy runs on wrong node

Selection based on read access
does not work

Policy does not reach low water
mark

Files are shelved, unshel ved too
often

Nightly backups too long,
unshelving occurs

Unintended mass shelving on
volume

Users exceed disk capacity or
quota even when HS M policies
turned on

Too many small files shelved

Reactive policy does not shelve
enough files

High water mark polling of 10
minutes is not frequent enough

Need to change HSM configu-
ration before policy runs

Policy does not shelve any files
using expiration date

SMU STARTUP
SMU SET SCHEDULE
SMU SET POLICY

/[ELAPSED

SMU SET VOLUME /DIS-
ABLE=(OCC,HIGH,QUOTA)

SET POLICY /SERVER=node

SET VOLUME/RETENTION

Selection criteriatoo narrow,
broaden criteria

Palicy criterianot optimal,
redefine criteria

Palicy shelvesfilesthat have
been modified during backup
interval, redefine policy

See Section 7.5
Decreaselow water and/or high
water mark

Use STWS algorithm or script

Decrease |low water mark

Decrease high water mark

Define additional policy toruna
script to change configuration,
and schedul e before policy runs

$ SET VOLUME HSM
/RETENTION=(1-,0-
00:00:00.01)

HSM Command Reference
Guide

HSM Command Reference
Guide

HSM Command Reference
Guide

HSM Command Reference
Guide

HSM Command Reference
Guide

Installation & Configuration
Guide, Chapter 6
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7.16 HSM System File Problems

HSM uses several files for its own purposes, and these files need to be carefully maintained.
These files include:

e  HSMS$CATALOG:HSM$CATALOG.SYS (the HSM catalog)

¢  HSM$MANAGER:HSM$*.SMU (the SMU databases)

¢  HSM$MANAGER:HSM$SHP_REQUEST*.SYS (the recovery logs)

¢  HSM$MANAGER:HSM$SHP_DEVICE.DAT (the magazine loader database)
e HSMS$LOG:*.LOG (the startup, event and activity logs)

It is imperative that the logical names associated with these files are defined on all nodes with
the same definitions, so that HSM uses the same files on all nodes. It is also vital that the files
contained within HSM$CATALOG and HSM$MANAGER are given the highest safety protec-
tion available, including:

* Shadowing the devices
e Backing up the HSM system files regularly

Specifically, the HSM catalog must be given the highest priority. An unrecoverable loss of the
catalog will usually mean that you have lost access to all shelved file data, unless you have kept
logs of locations of the data by regular SMU LOCATE commands, and stored them away.

Other restrictions include:

« Do not redefine any of these logical names while HSM is running. You can move the files
and redefine the logical names while HSM is shut down, however.

« Do not delete any of these files while HSM is running. You can delete the recovery logs
HSM$SHP_REQUEST*.SYS while HSM is shut down, if you do not wish recovery to
occur after startup: HSM automatically recreates the recovery logs on startup if they do not
exist.

« Do not rename any of these files. You can, however, rename the directories while HSM is
shut down, but never the file names.

e If these files are deleted or otherwise unavailable, you should shut down HSM, recover the
files from a BACKUP copy, and restart HSM. Please note that any changes to the files
since the last BACKUP interval will be lost.

« Ifthe HSM catalog has to be recovered, the access information to files shelved since the last
BACKUP copy will be lost.

Refer to Section 5.10 for more details about how to recover HSM system files.

7.17HSM Limitations

At the current time, there are a few limitations to HSM operations of which you should be aware.
These limitations are not necessarily the fault of HSM, but are instead reliant upon OpenVMS
behaviors:

¢ Number of file headers available for an online disk volume
. Behavior of Ctrl/Y when a file fault occurs on an executable file
¢ Behavior of SET PROCESS/NOAUTO_UNSHELVE across a network
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7.17.1 OpenVMS Limit on File Headers

OpenVMS limits the number of file headers available for an online disk volume based on how
the disk isinitialized. Asaresult, as you shelve data and do not clean up your online disk, you
could eventually exceed the number of file headers available.

To prevent this problem, make sure you delete file headers as appropriate. What this meansis,
when you no longer need afile, do not leave it shelved with the file header on disk. Use another
strategy to archive thefile, just in case you need it someday. Then, delete the file from the disk.

If you experience either IDXFILEFULL or HEADERFULL errorswhile trying to create files,
you have exceeded the file header limit defined on your system. If you installed HSM on an
existing system and have not specificaly initialized your volumes for HSM use, you may not
have planned for the additiona number of filesin INDEXFE.SY S (theindex file that contains the
file headers for both online and shelved files). Also, you may not have preallocated space for the
file headers using the /[HEADERS qualifier on the disk initialization.

IDXFILEFULL Error

If your users get IDXFILEFULL errors while trying to create files on the volume it means they
are attempting to create morefiles than that specified on the MAXIMUM _ FILES qualifier when
the volumewas initialized. There are two possible solutionsto this:

+ Delete unwanted files from the disk

e Perform an image backup of the disk, reinitialize the disk with a larger MAXIMUM_FILES
value, then do an image restore operation specifying the /NOINITIALIZE qualifier on
the BACKUP command line.

HEADERFULL Error

If your users get a HEADERFULL error on INDEXF.SYS when creating files, it means the
INDEXF.SYS file has reached its fragmentation limit. That is, adding one more file extent to
INDEXF.SYS causes the "Map area words in use" field of INDEXF.SYS's header to exceed
155. To solve this problem:

5. Perform an image backup of the disk.
6. Reinitialize the disk.
7. Perform an image restore of the disk.

The second step (reinitialize the disk) is not necessary unless you want to increase the
MAXIMUM_FILES value of the disk or preallocate a larger INDEXF.SYS file (via /HEAD-
ERS). If you do reinitialize the disk, remember to use the /INOINITIALIZE qualifier on the
backup command when restoring the disk.

7.17.2 Attempting to Cancel Execution of a Shelved File

When you attempt to execute (via a RUN command, for example) a shelved executable file, this
causes a file fault. If you then try to cancel that execution, it does not. This occurs because Open-
VMS does not actually allow you to cancel a DCL command using a Ctrl/Y. Normally, when

you submit a DCL command that operates on data located online and type a Ctrl/Y to cancel it,
the execution completes and then is canceled quickly enough that you do not notice.

7.17.3 Automatic Unshelving of Files across a Network

If you attempt to access a shelved file across a network but have set your process to
/INOAUTO_UNSHELVE, the file is unshelved.
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7.17.4 Opening and Deleting RMS Indexed Files

If you perform an RM S open of a shelved, indexed file, afile fault occurs, because some of the
RM S metadata resides in the data section of thefile. A file fault also occurs if you perform a
DELETE/LOG of ashelved, indexed file; use DELETE/L OG with caution. DELETE/NOLOG
works as expected.
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What is MDMS?

This chapter starts by describing the Media and Device Management Services software
(MDMS)’ management concept and its implementation. Following that is a description of the
product’s internal interfaces.
Note
User interfacesare described in the following chapter.

Media and Device Management Services V3 (MDMS), can be used to manage locations of tape
volumes in your IT environment. MDMS identifies all tape volumes by their volume label or ID.
Volumes can be located in different places like tape drives or onsite locations. Requests can be
made to MDMS for moving volumes between locations. If automated volume movement is pos-
sible - like in a jukebox (tape loader, tape library) - MDMS moves volume/s without human
intervention. MDMS sends out operator messages if human intervention is required.

MDMS allows scheduled moves of volumes between onsite and offsite locations (e.g. vaults).
Multiple nodes in a network can be setup as an MDMS domain. Note that:

e all nodes in a domain access one MDMS database
« all MDMS objects like volumes and drives are described in the MDMS database

MDMS is a client/server application. At a given time only one node in an MDMS domain will be
serving user requests and accessing the database. Thiglasatese server. All other MDMS

servers (which are not the database server) are clients to the database server. All user requests
will be delegated through the local MDMS server to the database server of the domain.

In case of failure of the designated database server, MDMS’ automatic failover procedures
ensure that any of the other nodes in the domain, that has the MDMS server running, can take
over the role of the database server.

8.1 MDMS Objects

MDMS manages all information in its databaselgjscts. Table 8—1 lists and describes the
MDMS objects.

Table 8-1 MDMS Object Records and What they Manage

This Object Record... Meets the Need to...

Domain M anage domai n-wide operating parameters. MDM S creates this object
record automatically.

Node Describe a node in the MDMS domain. It defines the node’s network
names.You cannot operate MDMS without Node object records.

Group Group node object records. Groups are a convenient shortcut to spegify a
list of nodes.
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8.2 MDMS Interfaces

Table 8—-1 MDMS Object Records and What they Manage

This Object Record... Meets the Need to...

Location Describe alocation in your environment. A location can be the name of a
building, aroom or afacility.

Request Handle al MDMS operations initiated by a user or an application.

Drive Describe an OpenVMS drive to MDMS.

Jukebox Describe atape loader or tape library to MDMS.

Magazine Describe a tape magazine to MDMS. The use of magazine objects, is
optional even if magazines are used in redity.

Media Type Describe the different media types represented by volumes.

Pool Describe a group of volumes. Pools control which user has access to vol-

umes in agroup.

Volume Describe an individual magnetic tape medium.

MDM Striesto reflect the true states of objects in the database. MDM S requests by users may
cause a changein the state of objects. For some objects MDMSS can only assume the state, for
example: that a volume has been moved offsite. Wherever possible, MDMS tries to verify the
state of the object. For example if MDM S finds a volume that should have been in a jukebox
slot, in adrive, it updates the database with the current placement of the volume.

8.2 MDMS Interfaces

What is MDMS? 8-2

MDMS provides an internal callable interface to ABS and HSM software. Thisinterfacing is
transparent to the ABS or HSM user. However some MDM S objects can be selected from ABS
and HSM.

MDM S communicates with the OpenVM S OPCOM facility when volumes need to be moved,
loaded, unloaded, and for other situations where operator actions are required. Most MDM S
commands allow control over whether or not an OPCOM message will be generated and
whether or not an operator reply is necessary.

MDMS controlsjukeboxes by calling specific callableinterfaces. For SCSI controlled jukeboxes
MDMS uses the MRD/MRU callable interface. For StorageTek jukeboxes MDM S uses DCSC.
You still have access to these jukeboxes using the individual control software but doing so will
make objects in the MDM S database out-of-date.
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Basic MDMS Operations

This chapter describes basic MDM S operations and functions that apply to many MDMS
actions.

9.1 MDMS User Interfaces

MDM S includes two interfaces: a command line interface (CL1) and a graphic user interface
(GUI). This section describes how these interfaces allow you to interact with MDMS.

9.1.1 Command Line Interface

The CLI is based on the MDM S command. The CLI includes several features that offer
flexibility and control in the way in which you use it. This interface providesfor interactive
operations and allows you to run DCL command procedures for customized operations.

Understanding these features hel p you become a more effective command line interface user and
DCL programmer.

9.1.1.1 Command Structure

The command structure includes the MDM S keyword, the operational verb and an object class
name at a minimum. Optionally the command can include a specific object name and command
qualifiers.

The following example shows the MDM S command structure for most commands:
$MDMS verb object_class [object_nanme] [/qualifier [,...]]
The Move and Report commands support multiple parameters, as documented in the

Archive/Backup System for OpenVMS (ABS) or Hierarchical Storage Management for
OpenVMS (HSM) Command Reference Guide.

9.1.1.2 Process Symbols and Logical Names for DCL Programming

Some MDM S commands include features for capturing text that can be used to support DCL
programming.

The MDMS SHOW VOLUME command includes a/SY MBOLS qualifier to define a set of
symbols that store the specified volume’s attributes.

Several MDMS commands can involve operator interaction if necessary. These commands
includes a /REPLY qualifier to capturing the operator’s reply to the OPCOM message created to
satisfy the request.

The allocate commands can return an allocated object name. You can assign a process logical
name to pick up this object name by using the /DEFINE=logical nhame qualifier.

9.1.1.3 Creating, Changing, and Deleting Object Records With the CLI

The interactions between the MDMS process and object records in the database form the basis of
MDMS operations. Most command line interface actions involve the object record verbs MDMS
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CREATE, MDMS SET, MDM S SHOW, and MDMS DEL ETE. Usethe MDMS CREATE verb
to create object records that represent the objects you manage. Use MDMS SHOW and MDMS
SET to view and change object attributes. The MDMS DELETE command removes object
records from the MDMS database.

You do not create all object records with the MDMS CREATE command or with the GUI
creation options. MDMS creates some records automatically. During installation MDMSS creates
the Domain object record, and volume object records can be created in response to an inventory
operation.

9.1.1.4 Add and Remove Attribute List Values With the CLI

This section describes the how to add, remove, and change attribute list values.

Command Features

The MDMS CREATE and MDMS SET commands for every object class that has one or more
attributeswith list valuesinclude /ADD and /REMOV E qualifiers. These qualifiers alow you to
mani pul ate the attribute lists.

Use the /ADD qualifier to add a new value to the attribute value list with both the MDM S
CREATE/INHERIT and MDMS SET commands.

Usethe/REMOVE qualifier to remove an identified value from the attribute value list with both
the MDMS CREATE/INHERIT and MDMS SET commands.

To change an entire attribute value list, specify alist of new values with the attribute qualifier.

Command Examples

9.1.15

The following example shows how these qualifierswork.

This command creates a new drive object record, taking attribute values from an existing drive
object record. In it, the user adds a new media type name to the/MEDIA_TY PE value list.

$MDVS CREATE DRI VE TL8_4 /| NHERI T=TL89X_1 / MEDI A_TYPE=(TK9N) /ADD
After being created, the data center management plan requires the jukebox containing drive

TL8 4 to service requests from a different group of nodes. To change the group list values, but
nothing else, the user issues the following SET command.

$MDVS SET DRI VE TL8_4 / GROUPS=( FI NGRP, DOCGRP)
Later, the nodes belonging to DOCGRP no longer need drive TL8_4. The following command
removes DOCGRP from the /GROUPS attribute list.

$MDMVS SET DRIVE TL8_4 / GROUPS=DOCGRP / REMOVE

Operational CLI Commands

The MDMS command line interface includes commands for operationsin the MDM S domain.
These commands initiate actions with managed objects. Qualifiers to these commands tailor the
command actions to suit your needs. The following examples show how these qualifiers work:

Table 9-1 Operational CLI Commands

Command Operation

MDMS ALLOCATE DRIVE Allocate adrive for exclusive use of an MDMS
client process, such asABS or HSM.

MDMS ALLOCATE VOLUME Allocate a volume for exclusive use of an MDMS
user.
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Command

Operation

MDMS BIND VOLUME

MDMS CANCEL REQUEST

MDMS DEALLOCATE DRIVE

MDMS DEALLOCATE VOLUME

MDMS INITIALIZE VOLUME

MDMS INVENTORY JUKEBOX

MDMS LOAD DRIVE

MDMS LOAD VOLUME

MDMS MOVE MAGAZINE

MDMS MOVE VOLUME

MDMS REPORT VOLUME

MDMS UNBIND VOLUME
MDMS UNLOAD DRIVE

MDMS UNLOAD VOLUME

Bind a volume to a volume set.

Cancel an outstanding request before it is com-
pleted by the MDM S system

Free adrive that has been allocated for the exclu-
sive use of an MDMS client process.

Deallocate avolume into either the Free or Transi-
tion states, making it available for use by other
users (optionadly after atransition interval).

Initialize a volume, making it ready for writing
and reading.

Compare the contents of a jukebox with the
MDMS database and take corrective action as
specified.

Load a known drive with any compatible volume.

Load a known volume into any compatible drive.

M ove amagazine from one location or jukebox to
another location or jukebox.

Move avolume from any location, jukebox, or
magazine, to another location, jukebox, or maga-
zine.

Generate areport of volumes sharing specified
attributes.

Remove a volume from a volume set.
Unload any volume from the specified drive.

Unload the specified volume from adrive.

9.1.1.6 Asynchronous Requests

Many MDMS commands include the /NOWAIT qualifier. These commands start actions that
reguire sometime to complete. Commands entered with /NOWAIT are internally queued by
MDMS as an asynchronous request. The request remains in the queue until the action succeeds

or fails.

To show currently outstanding requests, use the MDM S SHOW REQUESTS command. To
cancel arequest, usethe MDMS CANCEL REQUEST command.

9.1.2 Graphic User Interface

MDM S includes a GUI based on Java technology. Through the GUI, you can manage MDMS
from any Java enabled system on your network that is connected to an OpenVMS system

running MDMS.

Object Oriented Tasks

Most MDM S operations involve single actions on one or more objects. The basic concept of the
GUI supports this management perspective. The interface allows you to select one or more
objects and enables management actions through point-and-click operations.
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Viewing Object Records with the GUI

To view object records with the GUI, select the class from the icon bar at the top of the screen.
Use the next screen to select the particul ar records you want to view, then press the Modify or
Delete option. The GUI then displays the object record.

Operational Actions With the GUI

In addition to creating, modifying, and deleting object records, the GUI enables management
actions. Table 9—2 shows the objects and the actions associated with them.

Table 9-2 Operational Actions With the GUI

Object Action Operation

Drive Load Load a known drive with any compatible volume.
Unload Unload any volume from the specified drive.

Jukebox Inventory Compare the contents of jukebox with the MDM S database;

take corrective action as specified.

Volume Allocate Allocate avolume for the exclusive use of an MDMS user.
Bind Bind avolume to avolume set.
Deallocate Deallocate a volume into either FREE or TRANSITION states,

making it available for use by other users (optionally after a
transition interval).

Initialize Initialize a volume, making it ready for writing and reading.
Load Load a known volume into any compatible drive.
Move Move avolume from any location, jukebox, or magazine, to

another location, jukebox, or magazine.

Report Generate a report of volumes sharing specified attributes.
Unbind Remove a volume from avolume set.
Unload Unload the specified volume from adrive.

Magazine Move Move a magazine from one location or jukebox to another loca-

tion or jukebox.

Request Cancdl Cancel an outstanding request before it is completed by the
MDMS system.

9.1.2.2 Combined Tasks

The graphic user interface also provides guides for combined tasks. These guides take you
through tasks that involve multiple steps on multiple objects.

Add Devices and Volumes

This task interface first takes you through the procedures to add a new jukebox and drive to the
MDMS domain. The second part of the procedure takes you through all the steps to add volumes
to the MDMS domain. You can use just the second part to add volumes at any time.

Delete Devices and Volumes

Use this task interface to remove a jukebox or drive, and volumes from MDMS management.
This procedure provides you with the necessary decisions to make sure the MDMS database is
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kept current after all necessary object records have been deleted. Without this procedure, you
could likely delete object records, but leave references to them in the attribute fields of
remaining records.

Site to Site Rotation

This procedure facilitates moving volumes to an offsite vault location for safe storage. It takes
you through the steps to bring volumes from an offsite location, then gather volumes for
movement to the offsite location.

Service a Jukebox

9.2 Access

Use this procedure when backup operations use volumesin a jukebox and you need to supply
free volumes for future backup requests. This procedure allows you to gather allocated volumes
from the jukebox, then replace them with free volumes. The procedure also allows you to use the
jukebox vision system.

Rights for MDMS Operations

This section describes access rights for MDM S operations. MDM S works with the OpenVM S
User Authorization File (UAF), so you need to understand the Authorize Utility and OpenVMS
security before changing the default MDM S rights assignments.

MDM S rights control access to operations, not to object records in the database.

Knowing the security implementation will alow you to set up MDMS operation as openly or
securely as required.

9.2.1 Description of MDMS Rights

MDMS controls user action with process rights granted to the user or application through low
and high level rights.

9.2.1.1 Low Level Rights

The low level rights are named to indicate an action and the object the action targets. For
instance, the MDMS_MOVE_OWN right allows the user to conduct a move operation on a
volume allocated to that user. The MDMS _LOAD_ALL right alows the user to load any
managed volume.

For detailed descriptions of the MDMS low leve rights, refer to the ABS or HSM Command
Reference Guide.

9.2.1.2 High Level Rights

MDM S associates high level rights with the kind of user that would typically need them. Refer
to the ABS or HSM Command Reference Guide for a detailed list of the low level rights
associated with each high level right. The remainder of this section describes the high level
rights.

MDMS User

The default MDMS_USER right isfor any user who wants to use MDMS to manage their own
tape volumes. A user with the MDMS_USER right can manage only their own volumes. The
default MDMS_USER right does not allow for creating or deleting MDM S object records, or
changing the current MDM S configuration.

Use this right for users who perform non-system operations with ABS or HSM.

MDMS Application

The default MDMS_APPLICATION right isfor the ABS and HSM applications. ASMDMS
clients using managed volumes and drives, these applications require specific rights.
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The ABS or HSM processesincludethe MDMS_APPLICATION rights identifier which
assumes the low level rights associated with it. Do not modify the low level rights values for the
Domain application rights attribute. Changing the values to this attribute can cause your
application to fail.

MDMS Operator

The default MDMS_OPERATOR right supports data center operators. The associated low level
rights allow operators to service MDM S requests for managing volumes, loading and unloading
drives.

The Default Right

The low level rights associated with the MDMS _DEFAULT right apply to any OpenVMS user
who does not have any specific MDM Sright granted in their user authorization (SY SUAF.DAT)
file. Use the default right when all users can be trusted with an equivalent level of MDM Srights.

9.2.2 Granting MDMS Rights

The high level rights are defined by domain object record attributes with lists of low level rights.
The high level rights are convenient names for sets of low level rights.

For MDMS users, grant high and/or low level rights as needed with the Authorize Utility. You
can take either of these approaches to granting MDM Srrights.

You can ensure that all appropriate low level rights necessary for a class of user are assigned to
the corresponding high level right, then grant the high level rights to users.

You can grant any combination of high level and low level rightsto any user.

Use the procedure outlined in Table 9-3 to review and set rights that enable or disable access to
MDMS operations. CLI command examples appear in this process description but can use the
GUI to accomplish this procedure as well.

Table 9—3 Reviewing and Setting MDMS Rights

Step... Action...

1. Show the domain object record values for each high level right.
e For all system users, examine the default rights attribute.

* For MDMS operators, examine the operator rights attribute.
e For MDMS users, examine the user rights attribute.

Review the low level rights associated with each high level right. If you have
questions about actions view the list of low level rights and the actions they
enable.

Example

$MDMS SHOW DOVAI N / FULL
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Table 9—3 Reviewing and Setting MDMS Rights

Step...

Action...

2.

If thelow level rights associated with the high level right are not adequate
for aclass of user, then add appropriate rights.

If the low level rights associated with the high level right enable
inappropriate options for a class of user, then remove the inappropriate
rights.

Example:
$MDVS SET DOMAI N / OPERATOR_RI GHTS=MDMS_SET_PROTECTED/ ADD

or

$MDMS SET DOVAI N / USER_RI GHTS=MDVS_ASS| ST/ REMOVE

If you do not want all system users to have implicit accessto MDMS
operations, then negate the domain object record default rights attribute.

$MDMS SET DOMAIN /NODEFAULT_RIGHTS

By default, a user with the OpenVMS SY SPRV privilege is granted all
MDMSrights. If you wish to disable this feature, disable the SY SPRV
privilege in the domain record:.

$MDMS SET DOMAIN /NOSY SPRV

If you want any user with ABS privileges to have access to appropriate
MDMS rights to support just ABS operations, set the domain object
record ABS rights attribute.

$MDMS SET DOMAIN /ABS_RIGHTS

For all system user accounts that need accessto MDMS, grant the
appropriate rights.

If auser needs only the rights associated with a class of user, grant that
user the high level right associated with that class only.

UAF> GRANT/IDENTIFIER MDMS_USER DEVUSER
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Table 9—3 Reviewing and Setting MDMS Rights

Step... Action...

5. If a user needs a combination of rights, then grant that user the high
and/or low level rights needed to enable the user to do their job with
MDMS. You must issue a separate command for each right granted.

UAF> GRANT/IDENTIFIER MDMS_OPERATOR DCOPER

%UAF-I-GRANTMSG, identifier MDMS_OPERATOR granted to
DCOPER

UAF> GRANT/IDENTIFIER MDMS_LOAD_SCRATCH DCOPER

%UAF-I-GRANTMSG, identifier MDMS_LOAD_SCRATCH granted to
DCOPER

If you do not want a particular user to acquire the default rights, then
disable the user’s ability to operate MDMS with the default rights.

UAF> GRANT/IDENTIFIER MDMS_NO_DEFAULT APPUSER

9.3 Creating, Modifying, and Deleting Object Records

This section describes the basic concepts that relate to creating, modifying, and deleting object
records.

9.3.1 Creating Object Records

Both the CLI and GUI provide the ability to create object records. MDM S imposes rules on the
names you give object records. When creating object records, define as many attribute values as
you can, or inherit attributes from object records that describe similar objects.

9.3.1.1 Naming Objects

When you create an object record, you giveit a name that will be used aslong asit existsin the
MDMS database. MDM S also accesses the object record when it is an attribute of another object
record; for instance a media type object record named as a volume attribute.

MDM S object names may include any digit (0 through 9), any upper case letter (A through Z),
and any lower case |etter (athrough z). Additionally, you can include $ (dollar sign) and _
(underscore).

9.3.1.2 Differences Between the CLI and GUI for Naming Object Records

The MDMS CL I accepts all these characters. However, lower case letters are automatically

converted to upper case, unless the string containing them is surrounded by the “(double quote)
characters. The CLI also allows you to embed spaces in object names if the object name is
surrounded by the “ characters.

The MDMS GUI accepts all the allowable characters, but will not allow you to create objects
that use lower case names, or embed spaces. The GUI will display hames that include spaces and
lower case characters if they were created with the CLI.

Compag recommends that you create all object records with names that include no lower case
letters or spaces. If you create an object name with lower case letters, and refer to it as an
attribute value which includes upper case letters, MDMS may fail an operation.

Naming Examples

The following examples illustrate the concepts for creating object names with the CLI.
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These commands show the default CLI behavior for naming objects:

$! Vol une created with upper case | ocked

$MDMS CREATE VOLUME CPQR31 /| NHERI T=CPQD00 ! St andard upper case DCL
$MDMS SHOW VOLUME CPQR31

$!

$! Vol ume created with |ower case letters

$MDMS CREATE VOLUME cpg232 /| NHERI T=CPQD00 ! St andard | ower case DCL
$MDMS SHOW VOLUME CPQR32

$!

$! Vol ume created with quote-delinmted | ower case, forcing | ower case nami ng
$MDMS CREATE VOLUME icpg233i /INHERIT=CPQO000 !Forced lower case DCL

$!

$!This command fails because the default behavior translates to upper case

$MDMS SHOW VOLUME CPQ233

$!

$!Use quote-delimited lower case to examine the object record

$MDMS SHOW VOLUME icpg2331

Inheritance on Creation

Thisfeature allows you to copy the attributes of any specified object record when creating or
changing another object record. For instance, if you create drive object records for four drivesin
anew jukebox, you fill out all the attributes for the first drive object record. Then, use the inherit
option to copy the attribute values from the first drive object record when creating the
subseguent three drive object records.

If you use the inherit feature, you do not have to accept al the attribute values of the selected

object record. You can override any particular attribute value by including the attribute

assignment in the command or GUI operation. For CLI users, use the attribute’s qualifier with
the MDMS CREATE command. For GUI users, set the attribute values you want.

Not all attributes can be inherited. Some object record attributes are protected and contain values
that apply only to the specific object the record represents. Check the command reference
information to identify object record attributes that can be inherited.

Referring to Non-Existent Objects

MDMS allows you to specify object record names as attribute values before you create the
records. For example, the drive object record has a media types attribute. You can enter media
type object record names into that attribute when you create the drive object before you create
the media type object records.

Rights for Creating Objects

The low level rights that enable a user to create objects are MDMS_CREATE_ALL (create any
MDMS object record) and MDMS_CREATE_POOL (create volumes in a pool authorized to the
user).

Modifying Object Records

Whenever your configuration changes you will modify object records in the MDMS database.
When you identify an object that needs to be changed you must specify the object record as it is
named. If you know an object record exists, but it does not display in response to an operation to
change it, you could be entering the name incorrectly. Section 9.3.1.1 describes the conventions
for naming object records.

Protected Attributes

Do not change protected attributes if you do not understand the implications of making the
particular changes. If you change a protected attribute, you could cause an operation to fail or
prevent the recovery of data recorded on managed volumes.
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MDM S uses some attributes to store information it needs to manage certain objects. The GUI
default behavior prevents you from inadvertently changing these attributes. By pressing the
Enable Protected button on the GUI, you can change these attributes. The CLI makes no
distinction in how it presents protected attributes when you modify object records. Ultimately,
the ability to change protected attributesisallowed by the MDM S_SET_PROTECTED right and
implicitly through the MDMS_SET_RIGHTSright.

The command reference guide identifies protected attributes
9.3.7 Rights for Modifying Objects

Thelow level rightsthat allow you to modify an object by changing its attribute values are
shown below:.

Table 9—4 Low Level Rights

This right Enables you to modify

MDMS_SET_ALL Any MDM S database object record.

MDMS_SET_PROTECTED Protected attributes used internally by
MDMS.

MDMS_SET_OWN Attributes of volumes allocated to the user.

MDMS_SET_POOL Attributes of volumes in pools authorized to
the user.

MDMS_SET_RIGHTS The MDMS domain high level rights defini-
tion

9.3.8 Deleting Object Records

When managed objects, such as drives or volumes, become obsolete or fail, you may want to
remove them from management. When you remove these objects, you must also delete the
object records that describe them to MDMS.

When you remove object records, there are two reviews you must make to ensure the database
accurately reflects the management domain: review the remaining object records and change any
attributes that reference the del eted object records, review any DCL command procedures and
change any command qualifiers that reference deleted object records.

9.3.9 Reviewing Managed Objects for References to Deleted Objects

When you delete an object record, review object records in the database for references to those

objects. Table 9-5 shows which object records to check when you delete a given object record.
Use this table also to check command procedures that include the MDMS SET command for the
remaining objects.

Change references to deleted object records from the MDMS database. If you leave a reference
to a deleted object record in the MDMS database, an operation with MDMS could fail.

Table 9-5 Reviewing Managed Objects for References to Deleted Objects

When you delete... Review these object records...
Group Drive
Jukebox

Pool (Authorized, Default Users)
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Table 9-5 Reviewing Managed Objects for References to Deleted Objects

When you delete... Review these object records...
Jukebox Drive
Jukebox

Magazine (MDMS sets the attribute)

Volume (MDMS sets the attribute)

Location Domain (Offsite, Onsite Location)
Location

Magazine (Offsite, Onsite Location)

Node

Volume (Offsite, Onsite Location)

Media Type Domain
Drive

Volume

Node Drive
Group

Jukebox

Pool (Authorized, Default Users)

Pool Volume

9.3.10 Reviewing DCL Command Procedures for References to Deleted Objects

When you delete an object record, review any DCL command procedures for commands that

reference those objects. Other than the MDM S CREATE, SET, SHOW, and DEL ETE commands

for a given object record, Table 9—6 shows which commands to check. These commands could
have references to the deleted object record.

Change references to deleted object records from DCL commands. If you leave a reference to a
deleted object record in a DCL command, an operation with MDMS could fail.

Table 9—6 Reviewing DCL Commands for References to Deleted Objects

When you delete... Review these DCL commands...

Drive MDMS ALLOCATE DRIVE
MDMS DEALLOCATE DRIVE
MDMS LOAD DRIVE
MDMS LOAD VOLUME
MDMS UNLOAD DRIVE

Group MDMS ALLOCATE DRIVE
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Table 9—6 Reviewing DCL Commands for References to Deleted Objects

When you delete...

Review these DCL commands...

Jukebox

L ocation

Media Type

MDMS CREATE DRIVE

MDMS CREATE JUKEBOX

MDMS SET DRIVE

MDMS SET JUKEBOX

MDMS ALLOCATE DRIVE

MDMS ALLOCATE VOLUME

MDMS CREATE MAGAZINE

MDMS CREATE VOLUME

MDMS INITIALIZE VOLUME

MDMS INVENTORY JUKEBOX

MDMS SET MAGAZINE

MDMS SET VOLUME

MDMS REPORT VOLUME

MDMS ALLOCATE DRIVE

MDMS ALLOCATE VOLUME

MDMS CREATE LOCATION (Location attribute)
MDMS CREATE JUKEBOX

MDMS CREATE MAGAZINE (Onsite, Offsite L ocation)
MDMS CREATE NODE

MDMS CREATE VOLUME (Onsite, Offsite L ocation)
MDMS MOVE VOLUME

MDMS REPORT VOLUME (Onsite, Offsite Location Fields)
MDMS SET DOMAIN (Onsite, Offsite Location)
MDMS SET JUKEBOX

MDMS SET LOCATION (Location attribute)
MDMS SET MAGAZINE (Onsite, Offsite Location)
MDMS SET NODE

MDMS SET VOLUME (Onsite, Offsite L ocation)
MDMS ALLOCATE DRIVE

MDMS ALLOCATE VOLUME

MDMS CREATE DRIVE

MDMS CREATE VOLUME
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Table 9—6 Reviewing DCL Commands for References to Deleted Objects

When you delete...

Review these DCL commands...

Node

Pool

Volume

Volume Set

MDMS INITITALIZE VOLUME

MDMS INVENTORY JUKEBOX

MDMS LOAD DRIVE

MDMS REPORT VOLUME

MDMS SET DOMAIN

MDMS SET VOLUME

MDMS ALLOCATE DRIVE

MDMS CREATE DRIVE

MDMS CREATE GROUP

MDMS CREATE JUKEBOX

MDMS CREATE POOL (Authorized, Default Users)
MDMS SET DRIVE

MDMS SET GROUP

MDMS SET JUKEBOX

MDMS SET POOL (Authorized, Default Users)
MDMS ALLOCATE VOLUME

MDMS LOAD DRIVE

MDMS REPORT VOLUME

MDMS SET VOLUME

MDMS ALLOCATE DRIVE

MDMS ALLOCATE VOLUME/LIKE_VOLUME

MDMS BIND VOLUME/TO_SET

9.3.11 Rights for Deleting Objects

Thelow level rightsthat enable a user to delete objectsare MDMS _DELETE_ALL (delete any
MDMS object record) and MDMS _DELETE_POOL (delete volumesin apool authorized to the

user).
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MDMS Configuration

The Install ation Guide provides information about establishing the MDM S domain
configuration. The information in this chapter goes beyond the initial configuration of MDMS,
explaining conceptsin more detail than the product installation and configuration guide. This
chapter & so includes procedures rel ated to changing an existing MDMSS configuration.

The major sections in this chapter focus on the MDM S domain and its components, and the
devices that MDM S manages.

A sample configuration for MDMS is shown in Appendix D.

If you have MDMS/SLS V2.X installed, you can convert the symbols and database to MDM S
V3. Appendix C describes what has changed, how to do the conversion and how to use MDM S
V2.9 clientswith an MDMS V3 database server (for arolling upgrade).

10.1The MDMS Management Domain

To manage drives and volumes, you must first configure the scope of the MDM S management
domain. Thisincludes placing the database in the best |ocation to assure availability, installing
and configuring the MDMSS process on nodes that serve ABS V3 or HSM V3 and defining node
and domain object record attributes. The MDMS Domain is defined by:

e the MDMS database
e start up files on the nodes which access it

« node and domain object records
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Figure 10-1 The MDMS Domain
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Under standing MDMS configuration conceptsis necessary to configure a reliable and available

service

10.1.1 The MDMS Database
The MDM S database is acollection of OpenVM S RM Sfilesthat store the records describing the

objects you manage. liststhe files that make up the MDM S database.

Table 10-1 MDMS Database Files and Their Contents

CXO6746A

Database File

Object Records

MDMS$DOMAIN_DB.DAT

The only Domain object record

MDMS$DRIVE_DB.DAT

All Drive object records

MDMS$GROUP_DB.DAT

All Group object records

MDMS$JUKEBOX_DB.DAT

All Jukebox object records

MDMS$LOCATION_DB.DAT

All Location object records

MDMS$MAGAZINE_DB.DAT

All Magazine object records

MDMS$MEDIA_DB.DAT

All Media Type object records

MDMS$NODE_DB.DAT

All Node object records

MDMS$POOL_DB.DAT

All Pool object records

MDMS$VOLUME_DB.DAT

All Volume object records

MDMS Configuration 10-2




MDMS Configuration
10.1 The MDMS Management Domain

10.1.1.1 Database Performance

If you are familiar with the structure of OpenVMS RMS files, you can tune and maintain them
over thelife of the database. You can find File Definition Language (FDL) filesin the
MDMS$ROOT:[SY STEM] directory for each of the database files. Refer to the OpenVMS
Record Management System documentation for more information on tuning RMS files and
using the supplied FDL files.

10.1.1.2 Database Safety

MDMS keeps track of all objects by recording their current state in the database. In the event of
a catastrophic system failure, you would start recovery operations by rebuilding the system, and
then by restoring the important datafilesin your enterprise. Before restoring those datafiles, you
would have to first restore the MDM S database files.

Another scenario would be the failure of the storage system on which the MDM Sfilesreside. In
the event of acomplete disk or system failure, you would have to restore the contents of the disk
device containing the MDM S database.

The procedures in this section describe ways to create backup copies of the MDM S database.

These procedures use MDM S$SY STEM:MDMS$COPY_DB_FILES.COM command

procedure. This command procedure copies database files with the CONVERT/SHARE

command. The procedure in Table 10-2 describes how to copy MDMS database files only. The
procedure in Table 10-3 describes how to process the MDMS database files when they are
copied as part of an image backup on the disk device.

To Make Backup Copies of the MDMS Database

The procedure outlined in describes how you can make backup copies of just the MDMS
database files using the OpenVMS Backup Utility. This procedure does not account for other
files on the device.
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Table 10-2 How to Back Up the MDMS Database Files

Step...

Action...

1

Prepare for making back up copies by finding a disk with enough available space to tem-
porarily hold a copy of each filein the MDMS database.

Determine atime of relative inactivity by MDM S clients, ABS or HSM.
For ABS, this could be a few hours after the completion of system backups.

For HSM, thisis more difficult to determine because a shelving policy could be activated
a any time.

If necessary, shut down ABS and/or HSM to make sure there are no requests of MDMS.

Note.

If you cannot shut down HSM or ABS, when running
MDMS$COPY_DB_FILES.COM, it ispossible an update to the data-
base file can occur after it has been opened. This can create a possibil-
ity that the copy of the database file will be out of synchronization with
other databasefiles.

At the determined time, copy the MDM S database fil es with the supplied command pro-
cedure MDM SSCOPY_DB_FILES.COM.

$ @DMS$ROOT: [ TOOLS] MDMS$COPY_DB_FI LES

After the MDM S$COPY_DB_FILES command procedure ends, copies of the
database files reside on the same disk as the original files.

Use the OpenVM S Backup Utility to create a back up copy of the database files. You
must have at least one tape device configured to be shared with applications other than
MDMS. The following shows an example BACK UP command:

$BACKUP MDVS$DATABASE_LOCATI ON: *. DAT_COPY t ape_devi ce_nane

After the OpenVM S Backup Utility operation completes, delete the file copies from the
database directory.

Store the copies of the MDM S database in a safe location.

To Process the MDMS Database for an Image Backup of the Device

The procedure in shows how to process the MDMSS database files for an image backup. The
image backup could be part of aperiodic full backup and subsequent incremental. This
procedure also describes how to usethe filesin case you restore them.

Table 10-3 Processing MDMS Database Files for an Image Backup

Step...

Action...

Create a preprocessing command procedure to execute before the image backup on the
disk. The command procedure must first purge old database file copies from the direc-
tory, then creates a new set of copies.

$PURCGE MDVS$DATABASE_LOCATI ON: *. DAT_COPY
$@DVS$SYSTEM MDMVB$COPY_DB_FI LES
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2. Plan the backup operation on the disk containing the MDM S database files, to make sure
that the preprocessing command procedure executes before the actual backup procedure.

3. Run the backup operation. Each time you create a backup copy of the disk, you will get a
consistent copy of the MDMS database files.

4. When you need to restore the data to the device, you need to use the consistent files.
Rename the .DAT_COPY files to become the .DAT files, then purge the .DAT filesfrom
the directory.

$RENAMVE MDVS$DATABASE: * . DAT_COPY MDMVS$DATABASE: *. DAT
$PURGE MDVB$DATABASE

10.1.1.3 Moving the MDMS Database

In the event the disk device on which you keep the MDM S database runs out of space, you have

the option of moving the MDM S database, or moving other files off the device. The procedure
described in this section explains the actions you would have to perform to move the MDM S
database. Use this procedure first as a gauge to decide whether moving the MDM S database

would be easier or more difficult than moving the other files. Secondarily, use this procedure to
relocate the MDMS database to another disk device.Table 10—4 describes how to move the
MDMS database to a new device location.
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Table 10-4 How to Move the MDMS Database.

Step... Action...

1. Shut down any applications using MDMS: ABS or HSM. Refer to the respective applica-
tion documentation for specific commands.

2. Shut down the MDMSS process on al nodes in the domain.

3. Using the OpenVM S Backup Utility, create a copy of the database files. Use the CRC
and VERIFY optionsto help ensure your copy is valid.

4. Using the OpenVVM'S Backup Utility, restore the copy of the database files into the new
location. Use CRC and VERIFY options to ensure the restored copy isvalid.

5. In every MDMS start up file SY SSMANAGER:MDM S$SY STARTUP.COM, define the
MDMS$DATABASE_FILES logical to point to the new location.

6. Start up MDM S on a node enabled as a database server.

7. From the node, make sure you can access the database by entering an MDM S SHOW

command to examine arecord from each database file.

If you get an error, first check to make sure that the logical assignment for the
MDMS$DATABASE_FILES s correct.

If thelogical assignment is correct, then you will have to determine why the files are not

accessible.

8. Start up the remaining MDMS nodes.

0. Keep the previous database files on-line, until you know the new database files are acces-
sible.

10. After you are certain the new database files are accessible, delete the origina
files.

10.1.2 The MDMS Process

This section describes the MDM S software process, including server availability, interprocess
communication, and start up and shut down operations.

10.1.2.1 Server Availability

Each node in an MDM S domain has one MDMS server process running. Within an MDMS
domain only one server will be serving the database to other MDMS servers. This nodeis
designated as the MDMS Database Server, while the others become MDMS clients. Of the
servers listed as database servers, the first one to start up tries to open the database. If that node
can successfully open the database, it is established asthe database server. Other MDMS servers
will then forward user requests to the node that has just become the database server.

Subsequently, if the database server fails because of a hardware failure or a software induced
shut down, the clients compete among themselves to become the database server. Whichever
client isthe first to successfully open the database, becomes the new database server. The other
clients will then forward user requests to the new database server. User requests issued on the
node which is the database server, will be processed on that node immediately.
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10.1.2.2 The MDMS Account

During installation you create the MDMS user account as shown in Example 10-1. This account
is used by MDMS for every operation it performs.

Example 10-1 MDMS User Account

User nane: VDVB$SERVER Omner: SYSTEM MANAGER
Account : SYSTEM uc [1,4] ([SYSTEM)
CLI: DCL Tabl es:

Def aul t : SYS$SYSROOT: [ SYSMCER]

LG CVD: SYS$LOA N: LOA N

Fl ags: Di sForce_Pwd_Change D sPwdHi s
Primary days: Mon Tue Wed Thu Fri Sat Sun
Secondary days:

No access restrictions

Expiration: (none) Pwdmi ni mum 14 Login Fails: 0
Pwdlifetinme: 30 00: 00 Pwdchange: 1-JUL-1998 12:19

Maxj obs: 0 Fillm 500 Byt m 100000
Maxacct j obs: 0 Shrfillm 0 Pbyt| m 0
Maxdet ach: 0 BlAO m 10000 JTquot a: 4096
Prclm 10 DA m 300 Wsdef : 5000
Prio: 4 ASTI m 300 WBquo: 10000
Quepri o: 0 TQEl m 300 W5ext ent : 30000
CPU: (none) Engl m 2500 Pgf | quo: 300000

Aut hori zed Privil eges:

DI AGNOSE NETMBX PHY_| O READALL SHARE SYSNAM SYSPRV TMPMBX WORLD
Default Privil eges:

DI AGNOSE NETMBX PHY_| O READALL SHARE SYSNAM SYSPRV TMPMBX WORLD

10.1.3 The MDMS Start Up File

MDMS creates the SY SSSTARTUP:MDM S$SY STARTUP.COM command procedure on the
initial installation. Thisfile includes logical assignments that MDM S uses when the node starts
up. Theinstalation process also offers the opportunity to make initial assignments to the
logicals.

If youinstall MDMS once for shared access in an OpenVMS Cluster environment, thisfileis
shared by al members. If you install MDMS on individual nodes within an OpenVMS Cluster
environment, this file isinstalled on each node.

In addition to creating node object records and setting domain and node attributes, you must
definelogicalsinthe MDMS start up file. These are al critical tasksto configure the MDM S
domain.

Table 10-5 provides brief descriptions of most of the logical assignments in
MDMS$SYSTARTUP.COM. More detailed descriptions follow as indicated.
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Table 10-5 MDMS$SYSTARTUP.COM Logical Assignments

Logical Name Assignment

MDMS$DATABASE_SERVERS List of al nodes that can run asthe MDM S database server.
See Section 10.1.3.1 MDMS$DATABASE SERVERS -
Identifies Domain Database Servers for more information.

MDMS$ROOT Device and directory of MDM S files.

MDMSS$LOGFILE_LOCATION Device and directory of the MDMS log file. See Section
10.1.3.2 MDMS$LOGFILE_L OCATION for more informa-
tion.

MDMS$DATABASE_LOCATION Device and directory of the MDM S database files. All instal-

lationsin any one domain must define this as a common
location. Section 10.1.1 The MDMS Database identifies the
MDMS database files and describes how they should be
managed.

MDMS$TCPIP_SENDPORTS Range of ports for the node to use for out going connections.
The default range is for privileged ports; 1 through 1023.

MDMS$SUPPORT_PRE_V3 Support for SLS'MDMS Version 2.9x clients. The default
valueis FALSE. If you need to support some systems run-
ning SLSYMDMS Version 2.9, then set this valueto TRUE.

10.1.3.1 MDMS$DATABASE_SERVERS - Identifies Domain Database Servers

Of all the nodesin the MDMS domain, you select those which can act as a database server. Only
one node at atime can be the database server. Other nodes operating at the same time
communicate with the node acting as the database server. In the event the server node fails,
another node operating in the domain can become the database server if it islisted in the
MDMS$DATABASE_SERVERS logical.

For instance, in an OpenVMS Cluster environment, you can identify al nodes as a potential
server node. If the domain includes an OpenVMS Cluster environment and some number of
nodes remote from it, you could identify aremote node as a database server if the MDMS
databaseison adisk served by the Distributed File System software (DECdfs). However, if you
do not want remote nodes to function as a database server, do not enter their namesin the list for
this assignment.

The names you use must be the full network name specification for the transports used. shows
example node names for each of the possible transport options. If anode uses both DECnet and
TCP/IP, full network names for both should be defined in the node object

Note

When you specify the use of both DECnet and TCP/I P network transportsin the con-
figuration, you should include node namesfor each transport as appropriate. Specify-
ing only one node name for a specific transport isallowable. However, when that node
attemptsto locate a database server on start up, only the transport for which the name
applieswill be used, thereby limiting reliability.
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Table 10-6 Network Node Names for MDMS$DATABASE_NODES

Network Transport Node Name Examples

DECnet NODE_A, NODE_B

DECnet Plus SI TE: . NODE_A. SI TE, SI TE: . NODE_B. SI TE
TCP/IP node_a. site.inc.comnode_b.site.inc.com

10.1.3.2 MDMS$LOGFILE_LOCATION

Defines the location of the Log Files. For each server running, MDMS uses alog filein this
location. The log file name includes the name of the cluster node it logs.
For example, the log file name for a node with a cluster node name NODE_A would be:

VDVS$LOGFI LE_LOCATI ON: MDVS$LOGFI LE_NODE_A. LOG

10.1.3.3 MDMS Shut Down and Start Up
How to Shut Down MDMS

To shut down MDMS on the current node enter this command:
$@BYS$STARTUP: MDVE$SHUTDOWN. COM

How to Restart MDMS

To restart MDM S (shut down and immediate restart), enter the shut down command and the
parameter RESTART:

$@YS$STARTUP: MDVB$SHUTDOWN RESTART

How to Start Up MDMS

To start up MDMS on the current node enter this command:
$@BYS$STARTUP: NDVS$STARTUP. COM

10.1.4 Managing an MDMS Node

The MDMS node object record characterizes the function of a node in the MDM S domain and
describes how the node communicates with other nodes in the domain.

10.1.4.1 Defining a Node’s Network Connection

To participate in an MDM S domain, a node object has to be entered into the MDM S database.
This node object has 4 attributes to describe its connections in a network:

1. If the nodeis part of a DECnet (Phase IV) network, then the name of the node object must
match exactly with the node’s DECnet node name (i.e. SY SBNODE). Otherwise the name of
the node object may be any character string up to 31 characters.

2. Ifthenodeis part of a DECnet-Plus (Phase V) network, the DECnet-Plus full name must be
supplied as an attribute to the node object, using the/DECNET_PLUS FULLNAME Qual-
ifier or GUI equivalent.

3. If thenodeis part of an Internet or Intranet using TCP/IP, the TCP/IP full name must be
supplied as an attribute to the node object, using the /TCPIP_FULLNAME Qualifier or GUI
equivalent.

4. Depending on which network or networks are available or should be used, the node's trans-
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port attribute has to be set to either DECNET, TCPIP or both.

When an MDMS server starts up it only has its network node name/s to identify itself in the
MDMS database. Therefore if a node has a network node name but it is not defined in the

node object records of the database, this node will be rejected as not being fully enabled. For
example, anode has a TCP/IP name and TCP/IP is running but the node object record shows the
TCP/IP full name as blank.

There is one situation where an MDM S server is allowed to function even if it does not have a
node object record defined or the node object record does not list all network names. Thisisin
the case of the node being an MDM S database server. Without this exception, no node entries
can be created in the database. Aslong as a database server is not fully enabled in the database it
will not start any network listeners.

10.1.4.2 Defining How the Node Functions in the Domain

This section describes how to designate an MDM S node as a database server, enable and disable
the node.

Designating Potential Database Servers

When you install MDMS, you must decide which nodes will participate as potential database
servers. To be a database server, the node must be able to access the database disk device.
Typically, in an OpenVMS Cluster environment, all nodes would have access to the database
disk device, and would therefore be identified as potential database servers.

Set the database server attribute for each node identified as a potential database server. For nodes
in the domain that are not going to act as a database server, negate the database server attribute.

Disabling and Enabling MDMS Nodes
There are several reasons for disabling an MDM S node.
e Preventing the node you are disabling from becoming the database server.
« Preventing applications and users on the node from issuing or processing MDMS requests.
Disable the node from the command line or the GUI and restart MDMS.
When you are ready to return the node to service, enable the node.
10.1.4.3 Enabling Interprocess Communication

Nodes in the MDMS domain have two network transport options: one for DECnet, the other for
TCP/IP. When you configure a node into the MDMS domain, you can specify either or both
these transport options by assigning them to the transport attribute. If you specify both, MDMS
will attempt interprocessor communications on the first transport value listed. MDMS will then
try the second transport value if communication fails on the first.

If you are using the DECnet Plus network transport, define the full DECnet Plus node name in
the decnet fullname attribute. If you are using an earlier version of DECnet, leave the
DECnet-Plus fullname attribute blank.

If you are using the TCP/IP network transport, enter the node’s full TCP/IP name in the

TCPIP fullname attribute. You can also specify the receive ports used by MDMS to listen for
incoming requests. By default, MDMS uses the port range of 2501 through 2510. If you want to
specify a different port or range of ports, append that specification to the TCPIP fullname. For
example:

node_a.site.inc.com 2511- 2521
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10.1.4.4 Describing the Node

Describe the function, purpose of the node with the description attribute. Use the location
attribute to identify the MDMS location where the node resides.

10.1.4.5 Communicating with Operators

List the OPCOM classes of operators with terminals connected to this node who will receive
OPCOM messages. Operators who enable those classes will receive OPCOM messages
pertaining to devices connected to the node.

For more information about operator communication, see Section 12.2 Managing Operations.
10.1.5 Managing Groups of MDMS Nodes

MDMS provides the group object record to define agroup of nodes that share common drives or
jukeboxes. Typically, the group object record represents all nodes in an OpenVMS Cluster
environment, when drives in the environment are accessible from al nodes.

Figure 10-2 Groups in the MDMS Domain

TL896_JUKE_B TL896_JUKE_C TL896_JUKE_D
Jukebox Jukebox Jukebox
Group Group
CLuUO0O01 CLuUO002
T T T T
| | + + + | |
Group
SHDOO1

TL896_JUKE_A
Jukebox
CXO6747A

Some configurations involve sharing a device between nodes of different OpenVMS Cluster
environments. You could create a group that includes all nodes that have access to the device.

When you create agroup to identify shared accessto adrive or jukebox assign the group name as
an attribute of the drive or jukebox. When you set the group attribute of the drive or jukebox
object record, MDMS clears the node attribute.
The following command exampl es create afunctionally equivalent drive object records.

$! These commands create a drive connected to a Group object

$MDVS CREATE GROUP CLUSTER_A / NODES=( NODE_1, NODE_2, NODE_3)

$MDMS CREATE DRI VE NODE$MUA501/ GROUPS=CLUSTER_A
$!
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$! This command creates a drive connected to NODE_ 1, NODE_ 2, and NODE_3
$MDMS CREATE DRI VE NODE$SMUA501/ NODES=( NODE_1, NODE_2, NODE_3)

Figure 10-2 is a model of organizing clusters of nodes in groups and how devices are shared
between groups.

10.1.6 Managing the MDMS Domain

The domain object record describes global attributes for the domain and includes the description
attribute where you can enter an open text description of the MDMS domain. Additional domain
object attributes define configuration parameters, access rights options, and default volume
management parameters. See Figure 10-1.

10.1.6.1 Domain Configuration Parameters
Operator Communications for the Domain

Include all operator classes to which OPCOM messages should go as a comma separated list
value of the OPCOM classes attribute. MDMS uses the domain OPCOM classes when nodes do
not have their classes defined.

For more information about operator communication, see Section 12.2 Managing Operations.
Resetting the Request Identifier Sequence
If you want to change the request identifier for the next request, use the request id attribute.
10.1.6.2 Domain Options for Controlling Rights to Use MDMS

This section briefly describes the attributes of the domain object record that implement rights
controls for MDMS users. Refer to Appendix on MDMS Rights and Privileges for the
description of the MDMS rights implementation.

ABS Users

If you use MDMS to support ABS, you can set the ABS rights attribute to allow any user with
any ABS right to perform certain actions with MDMS. This feature provides a short cut to
managing rights by enabling ABS users and managers access to just the features they need.
Negating this attribute means users with any ABS rights have no additional MDMS rights.

MDMS Client Applications

MDMS defines default low level rights for the application rights attribute according to what
ABS and HSM minimally require to use MDMS.

Caution

The ABSor HSM processesincludethe MDMS_APPLICATION_RIGHT S identifier
which assumesthelow level rightsassociated with it. Do not modify thelow level rights
for the domain application rights attribute. Changing the valuesto this attribute can
cause your application to fail.

Default Rights for Various System Users

If you want to grant all users certain MDMS rights without having to modify their UAF records,
you can assign those low level rights to the default rights attribute. Any user without specific
MDMS rights in their UAF file will have the rights assigned to the default rights identifier.

Use the operator rights attribute to identify all low level rights granted to any operator who has
been granted the MDMS_OPERATOR right in their UAF.

Use the SYSPRYV attribute to allow any process with SYSPRV enabled the rights to perform any
and all operations with MDMS.
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Use the user rights attribute to identify all low level rights granted to any user who has been
granted the MDMS_USER right in their UAF.

10.1.6.3 Domain Default Volume Management Parameters

The MDM S domain includes attributes used as the foundation for volume management. Some of
these attributes provide defaults for volume management and movement activities, others define
particular behavior for al volume management operations. The values you assign to these
attributeswill, in part, dictate how your volume service will function. lists brief descriptions of
these attributes.

Table 10-7 Default Volume Management Parameters

Attribute Meaning

Offsite Location MDMS uses this location for the volume and magazine offsite location unless
another location is specified.

Onsite Location MDMS uses thislocation for the volume and magazine onsite location unless
another location is specified.

Maximum Scratch | Thisisthe maximum amount of time that can be set as the scratch time on any
Time volume in the domain.

Mail Users A list of e-mail address for users or accounts to be notified when volumes are
deallocated. Any email address on thislist must be in syntax that the OpenVM S
Mail Utility can process.

Dedllocate State Specifies whether a volume isimmediately freed upon reaching the deall ocation
date, or if the volumeis put into atransition state for temporary protection before

being set free.
Transition Time The amount of time avolume stays in the transition state.
Scratch Time MDMS uses the time span specified here to set the default scratch date when

MDMS alocates a volume.

Protection The default protection for volumes allocated to ABS and MDMS. The format is
the standard OpenV M Sfile protection specification format.

10.1.7 MDMS Domain Configuration Issues

This section addresses issues that involve installing additional MDM S nodes into an existing
domain, or removing nodes from an operational MDM S domain.

10.1.7.1 Adding a Node to an Existing Configuration

Once you configure the MDM S domain, you might have the opportunity to add a node to the
existing configuration. Table 10-8 describes the procedure for adding a node to an existing
MDMS domain.
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Table 10-8 Adding a Node to an Existing Configuration

Step...

Action...

1.

Create a node object record with either the CLI or GUI.

Set the transport and network name attributes in accordance with available
network options. For more information, see Section 10.1.4.3 Enabling
Interprocess Communication.

Decide if the node will be a database server or will only function as an MDM
client.

* If the node is to be a database server, set the database server attribute

« If the node is not to be a database server, negate the database server at

[92)

default)

tribute.

Set the remaining node object attributes, then complete the creation of the node.

If the node will not share an existing startup file and database server image, then ingtall the
MDMS software with the VM SINSTAL utility.

If the new node is a database server, then add the node by its network transport names to the

MDMS$DATABASE_SERVERS ligt in al start up filesin the MDM S domain.

10.1.7.2 Removing a node from an existing configuration

When you remove a node from the MDM S domain, there are several additiona activities you
must perform after deleting the node object record.

« If the node was a database server, remove its node names from all MDMS start up files in
the MDM S$DATABASE_SERVERS logical assignment.

* Remove any references to the node that might exist in remaining MDMS object records.

* Remove any references to the node that might exist in DCL command procedures.

10.2Configuring MDMS Drives, Jukeboxes and Locations

MDMS manages the use of drives for the benefit of its clients, ABS and HSM. You must
configure MDMS to recognize the drives and the locations that contain them. You must also
configure MDMS to recognize any jukebox that contains managed drives.

You will create drive, location, and possibly jukebox object records in the MDMS database. The
attribute values you give them will determine how MDMS manages them. The meanings of

some object record attributes are straightforward. This section describes others because they are
more important for configuring operations.

10.2.1 Configuring MDMS Drives

Before you begin configuring drives for operations, you need to determine the following aspects
of drive management:

« How to describe the drive

*  Which systems need access to the drive

* How the drive fits into your operations
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10.2.1.1 How to Describe an MDMS Drive

You must give each drive a name that is unique within the MDM S domain. The drive object
record can be named with the OpenVMS device name, if desired, just as long as the nameis not
duplicated elsewhere.

Use the description attribute to store a free text description of anything useful to your
management of the drive. MDMS stores this information, but takes no action with it.

The device attribute must contain the OpenVMS alocation class and device name for the drive.
If the driveis accessed from nodes other than the one from which the command was entered, you
must specify nodes or groups in the/NODE or /GROUP attributes in the drive record. Do not
specify nodes or groups in the drive name or the device attribute.

If the drive resides in ajukebox, you must specify the name of the jukebox with the jukebox
attribute. Identify the position of the drive in the jukebox by setting the drive number attribute.
Drives start at position O.

Additionaly, the jukebox that contains the drives must also be managed by MDMS.
10.2.1.2 How to Control Access to an MDMS Drive

MDMS allows you to dedicate a drive solely to MDM S operations, or share the drive with other
users and applications. Specify your preference with the shared attribute.

You need to decide which systemsin your data center are going to access the drives you manage.

Use the groups attribute if you created group object records to represent nodes in an OpenVMS
Cluster environment or nodes that share a common device.

Use the nodes attribute if you have no reason to refer to any collection of nodes asa single entity,
and you plan to manage nodes, and the objects that refer to them, individually.

The last decision iswhether the drive serveslocally connected systems, or remote systems using
the RDF software. The access attribute allows you to specify local, remote (RDF) or both.

10.2.1.3 How to Configure an MDMS Drive for Operations

Specify the kinds of volumes that can be used in the drive by listing the associated media type
name in the media types attribute. You can force the drive to not write volumes of particular
media types. |dentify those mediatypesin the read only attribute.

If the drive has a mechanism for holding multiple volumes, and can feed the volumes
sequentially to the drive, but does not alow for random access or you choose not to use the
random access feature, then you can designate the drive as a stacker by setting the stacker
attribute.

Set the disabled attribute when you have to exclude the managed drive from operations by
MDMS. If thedrive isthe only one of itskind (for exampleif it accepts volumes of a particular
media type that no other drives accept), make sure you have another drive that can take load
reguests. Return the drive to operation by setting the enabled attribute.

10.2.1.4 Determining Drive State

Caution

Changing thevalue of the state attribute could cause MDM S or the applications using
it tofail.

The drive object record state attribute shows the state of managed MDMS drives. MDMSS sets
one of four values for this attribute: Empty, Full, Loading, or Unloading.
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10.2.1.5 Adding and Removing Managed Drives

The procedure described in describes how to add a drive to the MDM S domain.

The procedure described in describes how to remove a drive from the MDMS domain.
10.2.2 Configuring MDMS Jukeboxes

MDM S manages Media Robot Driver (MRD) controlled jukeboxes and DCSC controlled
jukeboxes. MRD is a software that controls SCSI-2 compliant medium changers. DCSC is
software that controls large jukeboxes manufactured by StorageTek, Inc. This section first
describesthe MDM S attributes used for describing all jukeboxes by function. Subsequent
descriptions explain attributes that characterize MRD jukeboxes and DCSC jukeboxes
respectively.

10.2.2.1 How to Describe an MDMS Jukebox

Assign unigue names to jukeboxes you manage in the MDM S domain. When you create the
jukebox object record, supply a name that describes the jukebox.

Set the control attribute to MRD if the jukebox operates under MRD control. Otherwise, set the
control to DCSC.

Use the description attribute to store a free text description of the drive. You can describeitsrole
in the data center operation or other useful information. MDMS stores this information for you,
but takes no actions with it.

10.2.2.2 How to Control Access to an MDMS Jukebox

You can dedicate a jukebox solely to MDM S operations, or you can allow other applications and
users access to the jukebox device. Specify your preference with the shared attribute.

You need to decide which systems in the data center are going to access the jukebox.

Use the groups attribute if you created group object records to represent nodes in an OpenVMS
Cluster environment or nodes that share a common device.

Use the nodes attribute if you have no reason to refer to any collection of nodes asa single entity,
and you plan to manage nodes, and the objects that refer to them, individually.

10.2.2.3 How to Configure an MDMS Jukebox for Operations.

Disable the jukebox to exclude it from operations. Make sure that applications using MDM Swill
either use other managed jukeboxes, or make no request of a jukebox you disable. Enable the
jukebox after you complete any configuration changes. Drives within a disabled jukebox cannot
be dlocated.

10.2.2.4 Attribute for DCSC Jukeboxes

Set the library attribute to the library identifier of the particular silo the jukebox objects
represents. MDM S supplies 1 as the default value. You will have to set this value according the
number silosin the configuration and the sequence in which they are configured.

10.2.2.5 Attributes for MRD Jukeboxes

Specify the number of slotsfor the jukebox. Alternatively, if the jukebox supports magazines,
specify the topology for the jukebox (see Section 10.2.2.7 Magazines and Jukebox Topology).

The robot attribute must contain the OpenV M S device name of the jukebox medium changer
(also known as the robotic device).

If the jukebox is accessed from nodes other than the one from which the command was entered,
you must specify nodes or groups in the/NODE or /GROUP attributesin the jukebox record. Do
not specify nodes or groups in the jukebox name or the robot attribute.

MDMS Configuration 10-16



MDMS Configuration
10.2 Configuring MDMS Drives, Jukeboxes and Locations

10.2.2.6 Determining Jukebox State

Caution

Changing thevalue of the state attribute could cause MDM S or the applications using
it tofail.

The jukebox object record state attribute shows the state of managed MDMS jukeboxes. MDM S
sets one of three values for this attribute: Available, In use, and Unavailable.

10.2.2.7 Magazines and Jukebox Topology

If you decide that your operations benefit from the management of magazines (groups of

volumes moved through your operation with a single name) must set the jukebox object record

to enable it. Set the usage attribute to magazine and define the jukebox topology with the

topology attribute. See Figure 10-4 for a sample overview of how the 11 and 7 slot bin packs can
be used as a magazine.

Setting the usage attribute to nomagazine means that you will move volumes into and out of the
jukebox independently (using separate commands for each volume, regardless if they are placed
into a physical magazine or not).

Figure 10-3 Jukebox Topology

Topology = Tower, Faces, Levels, Slots

Drives

Level O

Level 1

Level 2
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The following paragraphs explain jukebox topol ogy.

Towers, Faces, Levels, and Slots

Some jukeboxes have their slot range subdivided into towers, faces, and levels. See Figure 10-3
for an overview of how the configuration of Towers, Faces, Levels and Slots constitute

Topology. Note that the topology in Figure 10-3 comprises 3 towers. In the list of topology
characteristics, you should identify every tower in the configuration. For each tower in the
configuration, you must inturn identify:

e the tower by number (starting at zero)
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e the number of faces in the tower (starting at one)
e the number of levels per face (starting at one)
« the number of slots per magazine (starting at one)
Restrictions for Using Magazines

You must manually open the jukebox when moving magazines into and out of the jukebox. Once
in the jukebox, volumes can only be loaded and unloaded relative to the slot in the magazine it
occupies.

TL896 Example

While using multiple TL896 jukebox towers you can treat the 11 slot bin packs as magazines.
The following command configures the topology of the TL896 jukebox as shown in Figure 10-4
for use with magazines:

$ MDVB CREATE JUKEBOX JUKE 1/ -

$_ / TOPOLOGY=( TOAERS=(0, 1, 2), FACES=(8, 8, 8), -
$_ LEVELS=(3,3,2), SLOTS=(11,11,11))

Figure 10-4 Magazines
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10.2.3 Summary of Drive and Jukebox Issues
This section describes some of the management issues that involve both drives and jukeboxes.
10.2.3.1 Enabling MDMS to Automatically Respond to Drive and Jukebox Requests

Drive and jukebox object records both use the automatic load reply attribute to provide an
additional level of automation.

When you set the automatic reply attribute to the affirmative, MDM S will poll the drive or
jukebox for successful completion of an operator-assisted operation for those operations where
palling is possible. For example, MDMS can pall a drive, determine that avolumeisin the
drive, and cancel the associated OPCOM request to acknowledge aload. Under these
circumstances, an operator need not reply to the OPCOM message after compl eting the load. To
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use this feature, set the automatic reply attribute to the affirmative. When this attribute is set to
the negative, which isthe default, an operator must acknowledge each OPCOM request for the
drive or jukebox before the request is compl eted.

10.2.3.2 Creating a Remote Drive and Jukebox Connection

If you need to make backup copies to adrivein aremote location, using the network, then you
must install the Remote Device Facility software (RDF). The RDF software must then be
configured to work with MDMS.

See Table 10-9 for a description of the actions you need to take to configure RDF software.

Table 10-9 Actions for Configuring Remote Drives

Stage Action

1. Install the appropriate RDF component on the node.

« Install the RDF Server software on all nodes that are connected to the tgpe
drives used for remote operations.

« Install the RDF Client software on all nodes that initiate remote operations to
those tape drives.

2. For each tape drive served with RDF Server software, make sure there is a drive
object record in the MDMS that describes it.

Take note of each node connected to the drive, even if the drive object record includes a
group definition instead of a node.

3. On each node connected to the tape drive, edit the file TTI_RDEV:CONFIG_node.DAT so
that all tape drives are represented. The syntax for representing tape drivesis given in the
file.

10.2.3.3 How to Add a Drive to a Managed Jukebox

When you add another drive to a managed jukebox, just specify the name of the jukebox in
which the drive resides, in the drive object record.

10.2.3.4 Temporarily Taking a Managed Device From Service

You can temporarily remove a drive or jukebox from service. MDM S allows you to disable and
enable drive and jukebox devices. This feature supports maintenance or other operations where
you want to maintain MDM S support for ABS or HSM, and temporarily remove adrive or
jukebox from service.

If you remove a jukebox from service, you cannot access any of itsvolumes. Make sure
you empty thejukebox, or make sure your operations will continue, without the use of
the volumesin any jukebox you disable.

10.2.3.5 Changing the Names of Managed Devices

During the course of management, you might encounter a requirement to change the device
names of drives or jukeboxes under MDM S management, to avoid confusion in naming. When
you have to change the device names, follow the procedure in Table 10-10.
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Table 10-10 Changing the Names of Managed Devices

Step...

Action...

Either find atime when ABS or HSM is not using the drive or jukebox device or disable the
device with MDMS.

Change the device names at the operating system. Verify the devices respond using operat-
ing system commands or MRU commands for a jukebox device.

Change the MDMS drive device name, and/or the jukebox robot name as needed to reflect
the new system device names.

If your drive and/or jukebox object records are named according to the operating system
device name, then you should create new object records.

If you want to create new object records, use the inherit feature and specify the
previous object record. For GUI operation.

If you created new object records, then delete the old object records, and check and modify
any references to the old object records. For more information.

Enable the new drive and/or jukebox with MDMS.

10.2.4 Locations for Volume Storage

MDMS allows you to identify locations in which you store volumes. Create a location object
record for each place the operations staff uses to store volumes. These locations are referenced
during move operations, load to, or unload from stand-alone drives.

Figure 10-5 Volume Locations
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If you need to divide your location space into smaller, named locations, define locations
hierachically. The location attribute of the location object record allows you to name a higher
level location. For example, you can create | ocation object records to describe separate roomsin
adata center by first creating alocation object record for the data center. After that, create object
records for each room, specifying the data center name as the value of the location attribute for
the room locations.

When allocating volumes or drives by location, the volumes and drives do not have to bein the

exact location specified; rather they should bein a compatible location. A location is considered
compatible with another if both have a common root higher in the location hierarchy. For

example, in Figure 10-6, locations Room_304 and Floor_2 are considered compatible, as they
both have location Building_1 as a common root.

Figure 10-6 Named Locations
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Your operations staff must be informed about the names of these locations as they will appear in
OPCOM messages. Use the description attribute of the location object record to describe the
location it represents as accurately as possible. Your operations staff can refer to the information
in the event they become confused about a |l ocation mentioned in an OPCOM message.

You can divide alocation into separate spaces to identify locations of specific volumes. Use the
spaces attribute to specify the range of spacesin which volumes can be stored. If you do not need
that level of detail in the placement of volumes at the location, negate the attribute.

10.3Sample MDMS Configurations

The Appendix - Sample Configuration of MDMS, contains a set of sample MDMSV 3
configurations. These samples will help you make necessary checks for completeness.
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Connecting and Managing Remote Devices

This chapter explains how to configure and manage remote devices Remote Device Facility
(RDF). Media and Device Management Services (MDMS) and RDF allow you to manage
remote devices.

11.1 The RDF Installation

When you install Media and Device Management Services (MDMS) you are asked whether you
want to install the RDF software.

During the installation you place the RDF client software on the nodes with disks you want to
backup. You place the RDF server software on the systems to which the tape backup devices are
connected. This means that when using RDF, you serve the tape backup device to the systems
with the client disks.

All of thefiles for RDF are placed in TTI_RDF: for your system. There will be separate loca-
tionsfor VAX or Alpha.

Note
RDF is not availableif you arerunning ABS/MDM S with the ABS-OMT license.

11.2 Configuring RDF

After installing RDF you should check the TTI_RDEV:CONFIG_nodename.DAT file to make
sure it has correct entries.

Thisfile:

e islocated on the RDF server node with the tape device
e is created initially during installation

e isatextfile

« includes the definition of each device accessible by the RDF software. This definition con-
sists of a physical device name and an RDF characteristic name.

Example:
Device $1$M A0 M AO

Verify:
Check this file to make sure that all RDF characteristic names are unique to this node.
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11.3Using RDF with MDMS

The following sections describe how to use RDF with MDMS.
11.3.1 Starting Up and Shutting Down RDF Software

Starting up RDF software:

RDF software is automatically started up along with then MDM S software when you enter the
following command:

$ @BYS$STARTUP: MDVS$SSTARTUP

Shutting down RDF software:

To shut down the RDF software, enter the following command:
$ @YS$STARTUP: MDVS$SHUTDOMN

11.3.2 The RDSHOW Procedure

Required privileges:

The following privileges are required to execute the RDSHOW procedure: NETMBX, TMP-
MBX.

In addition, the following privileges are required to show information on remote devices dlo-
cated by other processes: SY SPRV,WORLD.

11.3.3 Command Overview

You can run the RDSHOW procedure any time after the MDM S software has been started. RDF
software is automatically started at thistime.

Use the following procedures:
$ @TI _RDEV: RDSHOW CLI ENT

$ @TIl _RDEV: RDSHOW SERVER node_nane
$ @Tl _RDEV: RDSHOW DEVI CES

node_name is the node name of any node on which the RDF server software is running.
11.3.4 Showing Your Allocated Remote Devices

To show remote devices that you have allocated, enter the following command from the RDF
client node:

$ @TIl _RDEV: RDSHOW CLI ENT

Result:
RDALLOCATED devi ces for pid 20200294, user DJ, on node OVAHA::
Local 1 ogical Rnt node Renote device
TAPEO1 M AM : : M AM $MJCO

DJisthe user name and OMAHA is the current RDF client node.

11.3.5 Showing Available Remote Devices on the Server Node

The RDSHOW SERVER procedure shows the available devices on a specific SERVER node.
To execute this procedure, enter the following command from any RDF client or RDF server
node:

$ @TIl _RDEV: RDSHOW SERVER M AM
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MIAMI isthe name of the server node whose devices you want shown.
Result:

Avai |l abl e devices on node MAM ::

Nane Status Characteristics/Conments

M AM $MSA0 in use nsal

...by pid 20200246, user CATHY (Il ocal)

M AM $MUAO in use nua0

...by pid 202001B6, user CATHY, on node QOVAHA::
M AM $MUBO -free- nubO

M AM $MUCO in use nucO

...by pid 2020014C, user DJ, on node OVAHA::

ThisRDSHOW SERVER command shows any available devices on the server node MIAMI,
including any device characteristics. In addition, each allocated device shows the process PID,
username, and RDF client node name.

Thetext (local) isshown if the deviceislocally allocated.
11.3.6 Showing All Remote Devices Allocated on the RDF Client Node

To show all allocated remote devices on an RDF client node, enter the following command from
the RDF client node:

$ @TIl _RDEV: RDSHOW DEVI CES

Result:
Devi ces RDALLOCATED on node OVAHA: :
RDdevice Rnt node Renpte device User nane PID
RDEVAO: M AM : : M AM $MUCO DJ 2020014C
RDEVBO: M AM : : M AM $MUAO CATHY 202001B6

Thiscommand shows al alocated devices on the RDF client node OMAHA. Use this command
to determine which devices are all ocated on which nodes.

11.4 Monitoring and Tuning Network Performance

This section describes network issues that are especially important when working with remote
devices.

11.4.1 DECnet Phase IV

The Network Control Program (NCP) is used to change various network parameters. RDF (and
therest of your network as awhole) benefits from changing two NCP parameterson all nodesin
your network. These parameters are:

e PIPELINE QUOTA
e LINE RECEIVE BUFFERS
Pipeline quota

The pipeline quota is used to send data packets at an even rate. It can be tuned for specific net-
work configurations. For example, in an Ethernet network, the number of packet buffers repre-
sented by the pipeline quota can be calculated as approximately:

buffers = pipeline_quota / 1498
Default:

The default pipeline quota is 10000. At this value, only six packets can be sent before acknowl-
edgment of a packet from the receiving node is required. The sending node stops after the sixth
packet is sent if an acknowledgment is not received.

Connecting and Managing Remote Devices 11-3



Connecting and Managing Remote Devices
11.4 Monitoring and Tuning Network Performance

Recommendation:

The PIPELINE QUOTA can beincreased to 45,000 allowing 30 packets to be sent before a
packet is acknowledged (in an Ethernet network). However, performance improvements have
not been verified for values higher than 23,000. It isimportant to know that increasing the value
of PIPELINE QUOTA improves the performance of RDF, but may negatively impact perfor-
mance of other applications running concurrently with RDF.

Line receive buffers
Similar to the pipeline quota, line receive buffers are used to receive data at a constant rate.
Default:
The default setting for the number of line receive buffersis 6.

Recommendation:

The number of line receive buffers can be increased to 30 allowing 30 packetsto bereceived at a
time. However, performance improvements have not been verified for values greater than 15 and
as stated above, tuning changes may improve RDF performance while negatively impacting
other applications running on the system.

11.4.2 DECnet-Plus (Phase V)

As stated in DECnet-Plus(Phase V), (DECnet/OSI V6.1) Release Notes, a pipeline quotais not

used directly. Users may influence packet transmission rates by adjusting the values for the
transport’s characteristics MAXIMUM TRANSPORT CONNECTIONS, MAXIMUM

RECEIVE BUFFERS, and MAXIMUM WINDOW. The value for the transmit quota is deter-
mined by MAXIMUM RECEIVE BUFFERS divided by Actual TRANSPORT CONNEC-
TIONS.

This will be used for the transmit window, unless MAXIMUM WINDOW is less than this quota.
In that case, MAXIMUM WINDOW will be used for the transmitter window.

The DECnet-Plus defaults (MAXIMUM TRANSPORT CONNECTIONS = 200 and MAXI-

MUM RECEIVE BUFFERS = 4000) produce a MAXIMUM WINDOW of 20. Decreasing
MAXIMUM TRANSPORT CONNECTIONS with a corresponding increase of MAXIMUM
WINDO may improve RDF performance, but also may negatively impact other applications run-
ning on the system.

11.4.3 Changing Network Parameters

This section describes how to change the network parameters for DECnet Phase IV and DECnet-
PLUS.

11.4.4 Changing Network Parameters for DECnet (Phase V)

The pipeline quota is an NCP executor parameter. The line receive buffers setting is an NCP line
parameter.
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The following procedure shows how to display and change these parameters in the permanent
DECnet database. These changes should be made on each node of the network.

Table 11-1 How to Change Network Parameters

Step Action

1 Enter:
$ run sys$syst em NCP
NCP>show execut or characteristics
Result:

Node Permanent Characteristics as of 24-MAY-1991 10:10: 58
Execut or node = 20.1 ( DENVER)
Managenent version = V4.0.0

Pi peline quota = 10000

2 Enter:

NCP>def i ne executor pipeline quota 45000
NCP>show known | i nes

Result:
Known line Volatile Summary as of 24-MAY-1991 10:11:13
Li ne State
SVA-0 on
3 Enter:

NCP>show | i ne sva-0 characteristics

Result:

Li ne Permanent Characteristics as of 24-MAY-1991 10:11:31
Line = SVA-0

Recei ve buffers =6 <-- value to change
Controller = nor mal

Pr ot ocol = Et her net

Service timer = 4000

Har dwar e addr ess = 08-00- 2B- 0D- DO- 5F

Devi ce buffer size = 1498

4 Enter:
NCP>define line sva-0 receive buffers 30
NCP>exi t
Requirement:
For the changed parameters to take effect, the node must be rebooted or DECnet must be shut
down.

11.4.5 Changing Network Parameters for DECnet-Plus(Phase V)

The Network Control Language (NCL) is used to change DECnet-Plus network parameters. The
transport parameters MAXIMUM RECEIVE BUFFERS, MAXIMUM TRANSPORT CON-
NECTIONS and MAXIMUM WINDOW can be adjusted by using NCL's SET OSI TRANS-
PORT command. For example:
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NCL> SET OSI TRANSPORT MAXI MUM RECEI VE BUFFERS = 4000 Idefault val ue
NCL> SET OSI TRANSPORT MAXI MUM TRANSPORT CONNECTI ONS = 200 !default val ue
NCL> SET OSI TRANSPORT NAXI MUM W NDOWS = 20 I'default val ue

To make the parameter change permanent, add the NCL command(s) to the SY SSMAN-
AGER:NET$0SI_TRANSPORT_STARTUPNCL file. Refer to the DENET-Plus (DEC-
net/OSl) Network Management manual for detailed information.

11.4.6 Resource Considerations

Changing the default values of line receive buffers and the pipeline quotato the values of 30 and
45000 consumes less than 140 pages of nonpaged dynamic memory.

In addition, you may need to increase the number of large request packets (LRPs) and raise the
default value of NETACP BYTLM.

Large request packets

LRPs are used by DECnet to send and receive messages. The number of LRPsis governed by
the SY SGEN parameters LRPCOUNT and LRPCOUNTV.

Recommendation:

A minimum of 30 free LRPsisrecommended during peak times. Show these parameters and the
number of free LRPs by entering the following DCL command:

$ SHOW MEMORY/ POOL/ FULL

Result:

System Menory Resources on 24-JUN- 1991 08:13:57. 66
Large Packet (LRP) Lookaside List Packets Bytes

Current Total Size 36 59328
Initial Size (LRPCOUNT) 25 41200
Maxi mum Si ze ( LRPCOUNTV) 200 329600
Free Space 20 32960

In the LRP lookaside list, this system has:
¢ Current Total Size of 36

The SYSGEN parameter LRPCOUNT (LRP Count) has been set to 25. The Current Size is not
the same as the Initial Size. This means that OpenVMS software has to allocate more LRPs. This
causes system performance degradation while OpenVMS is expanding the LRP lookaside list.

The LRPCOUNT should have been raised to at least 36 so OpenVMS does not have to allocate
more LRPs.

Recommendation:

Raise the LRPCOUNT parameter to a minimum of 50. Because the LRPCOUNT parameter is
set to only 25, the LRPCOUNT parameter is raised on this system even if the current size was
also 25.

e Free Space is 20

This is below the recommended free space amount of 30. This also indicates that LRPCOUNT
should be raised. Raising LRPCOUNT to 50 (when there are currently 36 LRPs) has the effect of
adding 14 LRPs. Fourteen plus the 20 free space equals over 30. This means that the recom-
mended value of 30 free space LRPs is met after LRPCOUNT is set to 50.

e The SYSGEN parameter LRPCOUNTV (LRP count virtual) has been set to 200.
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The LRPCOUNTYV parameter should be at least four times LRPCOUNT. Raising LRPCOUNT
may mean that LRPCOUNTYV has to be raised. In this case, LRPCOUNTYV does not have to be
raised because 200 is exactly four times 50 (the new LRPCOUNT value).

Make changes to LRPCOUNT or LRPCOUNTYV in both:
— SYSGEN (using CURRENT)

— SYS$SYSTEM:MODPARAMS.DAT file (for when AUTOGEN is run with
REBOOT)

Example: Changing LRPCOUNT to 50 in SYSGEN

User name: SYSTEM

Password: (the system password)

$ SET DEFAULT SYS$SYSTEM

$ RUN SYSGEN

SYSGEN> USE CURRENT

SYSGEN> SH LRPCOUNT

Par anet er Nane Current Def aul t M ni mum  Maxi mum
LRPCOUNT 25 4 0 4096
SYSGEN> SET LRPCOUNT 50

SYSGEN> WRI TE CURRENT

SYSGEN> SH LRPCOUNT

Par anet er Nane Current Def aul t M ni mum  Maxi mum
LRPCOUNT 50 4 0 4096

Requirement:
After making changes to SYSGEN, reboot your system so the changes take effect.

Example: Changing the LRPCOUNT for AUTOGEN
Add the following line to MODPARAMS.DAT:

$ M N_LRPCOUNT = 50 ! ADDED {the date} {your initials}

Result:
This ensures that when AUTOGEN runs, LRPCOUNT is not set below 50.
NETACP BYTLM

The default value of NETACP is a BYTLM setting of 65,535. Including overhead, this is enough
for only 25 to 30 line receive buffers. This default BYTLM may not be enough.

Recommendation:

Increase the value of NETACP BYTLM to 110,000.

How to increase NETACP BYTLM:

Before starting DECnet, define the logical NETACP$BUFFER_ LIMIT by entering:

$ DEFI NE/ SYSTEM NOLOG NETACP$BUFFER LIM T 110000
$ @BYSSMANACGER: STARTNET. COM

11.4.7 Controlling RDF’s Effect on the Network

By default, RDF tries to perform 1/O requests as fast as possible. In some cases, this can cause
the network to slow down. Reducing the network bandwidth used by RDF allows more of the
network to become available to other processes.

The RDF logical names that control this are:

RDEV_WRI TE_GROUP_SI ZE
RDEV_WRI TE_GROUP_DELAY

Connecting and Managing Remote Devices 11-7



Connecting and Managing Remote Devices
11.4 Monitoring and Tuning Network Performance
Default:

The default values for these logical namesis zero. The following example shows how to define
these logical names on the RDF client node:

$ DEFI NE/ SYSTEM RDEV_WRI TE_GROUP_SI ZE 30
$ DEFI NE/ SYSTEM RDEV_WRI TE_GROUP_DELAY 1

Further reduction:

To further reduce bandwidth, the RDEV_WRITE_GROUP_DELAY logical can beincreased to
two (2) or three (3).

Note

Reducing the bandwidth used by RDF causes slower transfers of RDF’s data across
the network.

11.4.8 Surviving Network Failures

Remote Device Facility (RDF) can survive network failures of up to 15 minutes long. If the net-
work comes back within the 15 minutes allotted time, the RDCLIENT continues processing
WITHOUT ANY INTERRUPTION OR DATA LOSS. When a network link drops while RDF
is active, after 10 seconds, RDF creates a new network link, synchronizes I/Os between the
RDCLIENT and RDSERVER, and continues processing.

The following example shows how you can test the RDF’s ability to survive a network failure.
(This example assumes that you have both the RDSERVER and RDCLIENT processes run-
ning.)

$ @ti_rdev:rdallocate tti::nuaO:

RDF - Renpte Device Facility (Version 4.1) - RDALLOCATE Procedure

Copyright (c) 1990, 1996 Touch Technol ogies, Inc.

Device TTl:: TTI $MJA0 ALLOCATED, use TAPEOl to reference it
$ backup/rew nd/ | og/ignore=label sys$library:*.* tape0Ol:test

from a second session:

$ run sys$syst em NCP
NCP> show known 1i nks

Known Link Volatile Summary as of 13- MAR-1996 14:07: 38

Li nk Node PI D Process Renote link Renote user
24593 20.4 (JR 2040111C MARI _11C 5 8244 CTERM
16790 20.3 (FAST) 20400C3A -rdclient- 16791 tti_rdevSRV
24579 20.6 (CHEERS) 20400113 REMACP 8223 SAMW
24585 20.6 (CHEERS) 20400113 REMACP 8224 ANDERSON

NCP> di sconnect 1ink 16790

Backup pauses momentarily before resuming. Sensing the network disconnect, RDF creates a
new -rdclient- link. Verify this by entering the following command:

NCP> show known |i nks
Known Link Volatile Summary as of 13- MAR-1996 16: 07: 00

Li nk Node PI D Process Renote link Renote user
24593 20.4 (JR 2040111C MARI _11C 5 8244 CTERM
24579 20.6 (CHEERS) 20400113 REMACP 8223 SAMW
24585 20.6 (CHEERS) 20400113 REMACP 8224 ANDERSON
24600 20.3 (FAST) 20400C3A -rdclient- 24601 tti_rdevSRV
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NCP> exi t

11.5 Controlling Access to RDF Resources

The RDF Security Access feature allows storage administrators to control which remote devices
are allowed to be accessed by RDF client nodes.

11.5.1 Allow Specific RDF Clients Access to All Remote Devices
You can allow specific RDF client nodes access to all remote devices.

Example:

For example, if the server node is MIAMI and access to all remote devices is granted only to
RDF client nodes OMAHA and DENVER, then do the following:

1. Edit TTI_RDEV:CONFIG_MIAMI.DAT

2. Beforethefirst device designation line, insert the /ALLOW qualifier
Edit TTI_RDEV: CONFI G_ M AM . DAT
CLI ENT/ ALLOW:( OVAHA, DENVER)

DEVI CE $1$MJUAO: MJUAO, TK50
DEVI CE M5AO: TUBO, 1600bpi

OMAHA and DENVER (the specific RDF CLIENT nodes) are allowed access to all remote
devices (MUAO, TU80) on the server node MIAMI.

Requirements:

If there is more than one RDF client node being allowed access, separate the node names by
commas.

11.5.2 Allow Specific RDF Clients Access to a Specific Remote Device
You can allow specific RDF client nodes access to a specific remote device.

Example:

If the server nodeis MIAMI and accessto MUAO is allowed by RDF client nodes OMAHA and
DENVER, then do the following:

1. Edit TTI_RDEV:CONFIG_MIAMI.DAT
2. Find the device designation line (for example, DEVICE $1$MUAO:)
3. Attheend of the device designation line, add the /ALLOW qualifier:

$ Edit TTI_RDEV: CONFI G_M AM . DAT
DEVI CE $1$MUAO: MUAO, TK50/ ALLOW=( OVAHA, DENVER)
DEVI CE M5AO: TUBO, 1600bpi

OMAHA and DENVER (the specific RDF client nodes) are allowed access only to device
MUADO. In this situation, OMAHA is not allowed to access device TUS80.

11.5.3 Deny Specific RDF Clients Access to All Remote Devices

You can deny access from specific RDF client nodesto all remote devices. For example, if the
server nodeis MIAMI and you want to deny access to all remote devices from RDF client nodes
OMAHA and DENVER, do the following:

1. Edit TTI_RDEV:CONFIG_MIAMI.DAT
2. Beforethefirst device designation line, insert the /DENY qudifier:
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$ Edit TTI_RDEV: CONFI G_M AM . DAT
CL| ENT/ DENY=( OVAHA, DENVER)

DEVI CE $1$MUAO: MJUAO, TK50

DEVI CE M5AO: TUBO, 16700bpi

OMAHA and DENVER are the specific RDF client nodes denied accessto al the remote
devices (MUAO, TU80) on the server node MIAMI.

11.5.4 Deny Specific RDF Clients Access to a Specific Remote Device
You can deny specific client nodes access to a specific remote device.

Example:

If the server nodeis MIAMI and you want to deny access to MUAO from RDF client nodes
OMAHA and DENVER, do the following:

1. Edit TTI_RDEV:CONFIG_MIAMI.DAT
2. Find the device designation line (for example, DEVICE $1$MUAO:)
3. Atthe end of the device designation line, add the /DENY qualifier:

$ Edit TTI_RDEV: CONFI G_M AM . DAT

DEVI CE $1$MUAO: MUAO, TK50/ DENY=( OVAHA, DENVER)
DEVI CE M5AO: TUBO, 16700bpi

OMAHA and DENVER RDF client nodes are denied access to device MUAOQ on the server node
MIAMI.

11.6 RDserver Inactivity Timer

One of the features of RDF isthe RDserver Inactivity Timer. This feature gives system manag-
ers more control over rdallocated devices.

The purpose of the RDserver Inactivity Timer is to rddeall ocate any rdallocated device if NO I/O
activity to the rdallocated device has occurred within a predetermined length of time. When the
RDserver Inactivity Timer expires, the server process drops the link to the client node and deal-
locates the physical device on the server node. On the client side, the client process deall ocates
the RDEVnNO device.

The default value for the RDserver Inactivity Timer is 3 hours.

The RDserver Inactivity Timer default value can be manually set by defining a system wide log-
ical on the RDserver node prior to rdallocating on the rdclient node. The logical nameis
RDEV_SERVER _INACTIVITY_TIMEOUT.

To manually set the timeout value:
$ DEFI NE/ SYSTEM RDEV_SERVER_| NACTI VI TY_TI MEQUT seconds

For example, to set the RDserver Inactivity Timer to 10 hours, you would execute the following
command on the RDserver node:

$ DEFI NE/ SYSTEM RDEV_SERVER_| NACTI VI TY_TI MEQUT 36000

11.7 RDF Error Messages

CLIDENY Access from this CLIENT to the SERVER is not allowed. Check for "CLI-
ENT/ALLOW" in the RDserver’s configuration file.

CLIENTSBUSY All 16 pesudo-devices are already in use.
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CLIDENY

Access from this CLIENT to the SERVER is not allowed. Check for "CLI-
ENT/ALLOW" in the RDserver’s configuration file.

DEVDENY

EMPTY CFG

LINKABORT

NOCLIENT

NOREMOTE

SERVERTMO

Client is not allowed to the Device or to the Node. This error message is depen-
dent onthe"CLIENT/ALLOW", "/ALLOW" or "CLIENT/DENY", "/DENY"
quaifiersin the configuration file. Verify that the configuration file qualifier is
used appropriately.

The RDserver’s configuration file has no valid devices or they are all com-
mented out.

The connection to the device was aborted. For some reason the connection was
interrupted and the remote device could not be found. Check the configuration
file as well as the remote device.

The RDdriver was not loaded. Most commonly the
RDCLIENT_STARTUP.COM file was not executed for this node.

This is a RDF status message. The remote device could not be found. Verify the
configuration file as well as the status of the remote device.

The RDserver did not respond to the request. Most commonly the
RDSERVER_ STARTUP.COM file was not executed on the server node. Or,
the server has too many connections already to reply in time to your request.
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M DM S Management Operations

12.1 Managing Volumes

MDM S manages volume availability with the concept of alife cycle. The primary purpose of the
life cycleisto ensure that volumes are only written when appropriate, and by authorized users.
By setting a variety of attributes across multiple objects, you control how long a volume, once
written, remains safe. You also set the time and interval for a volume to stay at an offsite loca-
tion for safe keeping, then return for re-use once the interval passes.

This section describes the volume life cycle, relating object attributes, commands and life cycle
states. This section also describes how to match volumes with drives by creating media type
object records.

12.1.1 Volume Life Cycle

The volume life cycle determines when volumes can be written, and controls how long they
remain safe from being overwritten. Table 12—1 describes operations on volumes within the life
cycle.

Figure 12-1 Volume States
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Each row describes an operation with current and new volume states, commands and GUI actionsthat
cause volumes to change states, and if applicable, the volume attributes that MDM S uses to cause volumes
to change states. Descriptions following the table explain important aspects of each operation.

Table 12—-1 MDMS Volume State Transitions

Current State

Transition to New State

New State

Blank

MDMS CREATE VOLUME
Volume Create

UNINTIALIZED

Blank

MDMS CREATE VOLUME/PREINIT

FREE

UNINITIALIZED

MDMSINITIALIZE VOLUME
Volume Initialize

FREE

FREE

MDMSINITIALIZE VOLUME
Volume Initialize

FREE

FREE

MDMSALLOCATE VOLUME
Volume Allocate

ALLOCATED

ALLOCATED

MDMS DEALLOCATE VOLUME
Volume Deallocate

or automatically on

the volume scratch date

TRANSITION

ALLOCATED

MDMS DEALLOCATE VOLUME
Volume Deallocate

or automatically on

the volume scratch date

FREE

TRANSITION

MDMS SET VOLUME /RELEASE
Volume Release

or automatically on

the volume transition time

FREE

Any State

MDMS SET VOLUME /JUNAVAILABLE
Volume Unavailable

UNINITIALIZED

UNINITIALIZED

MDMS SET VOLUME /AVAILABLE
Volume Available

Previous State

UNINITIALIZED

MDMSDELETE VOLUME
Volume Delete

BLANK

FREE

MDMSDELETE VOLUME
Volume Delete

BLANK

12.1.2 Volume States by Manual and Automatic Operations

This section describes the transitions between volume states. These processes enable you to
secure volumes from unauthorized use by MDMSS client applications, or make them available to
meet continuing needs. Additionally, in some circumstances, you might have to manually forcea
volume transition to meet an operational need.

Understanding how these volume transitions occur automatically under MDMS control, or take
place manually will help you manage your volumes effectively.

12.1.2.1 Creating Volume Object Records

You have more than one option for creating volume object records. You can create them explic-
itly with the MDMS CREATE VOLUME command: individually, or for arange of volume
identifiers.
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You can create the volumes implicitly asthe result of an inventory operation on ajukebox. If an
inventory operation finds a volumethat is not currently managed, a possible response (as you
determine) isto create a volume object record to represent it.

You can also create volume object records for large numbers of volumes by opening the juke-
box, loading the volumesinto the jukebox slots, then running an inventory operation.

Finally, it is possible to perform scratch loads on standal one or stacker drives using the MDMS
LOAD DRIVE /CREATE command. If the volume that is loaded is does not exist in the data-
base, MDM S will createit.

You must create volumes explicitly through the MDM S CREATE VOLUME command, or
implicitly through the inventory or load operations.

12.1.2.2 Initializing a Volume

Caution

MDM S expectstheinternally initialized volume label on the physical medium will
match the printed label. Alwaysinitialize volumes so the recor ded volumelabels match
theprinted labels. I f therecorded volumelabel on the tape does not match the printed
label on the cartridge, MDM S operations will fail.

Usethe MDMS initialize feature to make sure that MDM S recogni zes volumes as initialized.
Unless you acquire preinitialized volumes, you must explicitly initialize them MDMS before
you can use them. If your operations require, you can initiaize volumes that have just been
released from allocation.

When you initialize a volume or create a volume object record for a preinitialized volume,
MDM S recordsthe date in the initialized date attribute of the volume object record.

12.1.2.3 Allocating a Volume

Typically, applications request the allocation of volumes. Only in rare circumstances will you
have to allocate avolume to a user other than ABS or HSM. However, if you use command pro-
ceduresfor customized operations that require the use of managed media, you should be familiar
with the options for volume alocation. Refer to the ABS or HSM Command Reference Guide
for more information on the MDM S ALL OCATE command.

Once an application allocates a volume, MDMS allows read and write access to that volume
only by that application. MDMS sets volume object record attributes to control transitions
between volume states. Those attributes include:

* the allocated date attribute contains the date and time MDMS allocates the volume.
* the scratch date attribute contains the date and time MDMS will deallocate the volume.

The application requesting the volume can direct MDMS to set additional attributes for control-
ling how long it keeps the volume and how it releases it. These attributes include:

e the scratch date attributes indicates the date when MDMS automatically sets the volume to a
non-allocated state. A volume reaching the scratch date may be either free for use, or may
be placed in a transition state.

e the transition time attribute contains the time interval a volume remains in the transition
state. The transition state allows you to buffer, or stage, the release of volumes between their
allocation (for keeping data safe) and their subsequent re-use (overwriting data). To release
volumes directly to a free state, negate the attribute.
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12.1.2.4 Holding a Volume

MDMS allows no other user or application to load or unload a volume with the state attribute
value set to ALLOCATED, unlessthe user hasMDMS LOAD_ALL rights. This volume state
allows you to protect your data. Set the amount of time avolume remains allocated according to
your data retention requirements.

During this time, you can choose to move the volume to an offsite location.
12.1.2.5 Freeing a Volume
When a volume’s scratch date passes, MDMS automatically frees the volume from allocation.

If the application or user negates the volume object record scratch date attribute, the volume
remains allocated permanently.

Use this feature when you need to retain the data on the volume indefinitely.

After the data retention time has passed, you have the option of making the volume immediately
available, or you can elect to hold the volume in a TRANSITION state. To force a volume
through the TRANSITION state, negate the volume object record transition time attribute.

You can release a volume from transition with the DCL command MDMS SET VOLUME
/RELEASE. Conversely, you can re-allocate a volume from either the FREE or TRANSITION
states with the DCL command MDMS SET VOLUME /RETAIN.

Once MDMS sets a volume’s state to FREE, it can be allocated for use by an application once
again.

12.1.2.6 Making a Volume Unavailable

You can make a volume unavailable if you need to prevent ongoing processing of the volume by
MDMS. MDMS retains the state from which you set the UNAVAILABLE state. When you

decide to return the volume for processing, the volume state attribute returns to its previous
value.

The ability to make a volume unavailable is a manual feature of MDMS.
12.1.3 Matching Volumes with Drives

MDMS matches volumes with drives capable of loading them by providing the logical media
type object. The media type object record includes attributes whose values describe the attributes
of a type of volume.

The domain object record names the default media types that any volume object record will take
if none is specified.

Create a media type object record to describe each type of volume. Drive object records include
an attribute list of media types the drive can load, read, and write.

Volume object records for uninitialized volumes include a list of candidate media types. Volume
object records for initialized volumes include a single attribute value that names a media type.
To allocate a drive for a volume, the volume's media type must be listed in the drive object
record's media type field, or its read-only media-type field for read-only operations.

12.1.4 Magazines for Volumes

Use magazines when your operations allow you to move and manage groups of volumes for sin-
gle users. Create a magazine object record, then move volumes into the magazine (or similar car-
rier) with MDMS. All the volumes can now be moved between locations and jukeboxes by
moving the magazine to which they belong.
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Figure 12-2 Magazines
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The jukeboxes must support the use of magazines; that is, they must use carriersthat can hold
multiple volumes at once. If you choose to manage the physical movement of volumes with
magazines, then you may set the usage attribute to MAGAZINE for jukebox object records of
jukeboxes that use them. You may also define the topology attribute for any jukebox used for
magazine based operations.

If your jukebox does not have ports, and requires you to use physical magazines, you do not have
to use the MDM S magazine object record. The jukebox can still access volumes by slot number.
Single volume operations can till be conducted by using the move operation on individua vol-
umes, or on arange of volumes.

12.1.5 Symbols for Volume Attributes

MDMS provides a feature that allows you to define a series of OpenVMS DCL symbols that
describe the attributes of a given volume. By using the /SYMBOLS qudlifier with the MDM S
SHOW VOLUME command, you can define symbols for all the volume object record attribute
values. Use this feature interactively, or in DCL command procedures, when you need to gather
information about volumes for subsequent processing.

Refer to the ABS or HSM Command Reference Guide description of the MDMS SHOW VOL-
UME command.

12.2Managing Operations

MDM S manages volumes and devices as autonomously as possible. However, it is sometimes
necessary - and perhaps required - that your operations staff be involved with moving volumes
or loading volumes in drives. When MDM S cannot conduct an automatic operation, it sends a
message through the OpenVMS OPCOM system to an operator terminal to request assistance.

Understanding this information will help you set up effective and efficient operations with
MDMS.
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12.2.1 Setting Up Operator Communication

This section describes how to set up operator communication between MDM S and the Open-
VMS OPCOM facility. Follow the steps in Table 12-2 to set up operator communication.

Table 12-2 Setting Up Operator Communication

Step... Action...

1 Check or set OPCOM classes for each MDMS node.

2. Identify the operator terminals nearest to MDMS locations, drives, and jukeboxes.

3. Enable the operator terminals to receive communication through the OPCOM classes set.

12.2.1.1 Set OPCOM Classes by Node

Set the domain object record OPCOM attribute with the default OPCOM classes for any node in
the MDMS management domain.

Each MDMS node has a corresponding node object record. An attribute of the node object
record is a list of OPCOM classes through which operator communication takes place. Choose
one or more OPCOM classes for operator communication to support operations with this node.

12.2.1.2 Identify Operator Terminals

Identify the operator terminals closest to MDMS locations, drives and jukeboxes. In that way,
you can direct the operational communication between the nodes and terminals whose operators
can respond to it.

12.2.1.3 Enable Terminals for Communication

Make sure that the terminals are configured to receive OPCOM messages from those classes.
Use the OpenVMS REPLY/ENABLE command to set the OPCOM class that corresponds to
those set for the node or domain.

$REPLY/ ENABLE=( opcom cl ass, [...])

Whereopcom_class specifications are those chosen for MDMS communication.
12.2.2 Activities Requiring Operator Support

Several commands include an assist feature where you can either require or forego operator
involvement. Other MDMS features allow you to communicate with particular OPCOM classes,
making sure that specific operators get messages. You can configure jukebox drives for auto-
matic loading, and stand alone drives for operator supported loading. See Table 12-3 for a list of
operator communication features and your options for using them.

Table 12—-3 Operator Management Features

Use These Features... To Manage These Operations...
Domain and node object records, Use this attribute of the node and domain object records to iden-
OPCOM classes attribute tify the operator terminals to receive OPCOM messages.
The domain OPCOM classes apply if none are specified for any
node.
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Table 12—-3 Operator Management Features

Use These Features...

To Manage These Operations...

Drive and jukebox object records,
automatic reply attribute

Use this attribute to control whether operator acknowledgments

are required for certain drive and jukebox operations. The

default (negated) value requires operator acknowledgment for

all operations.

Setting the attribute to the affirmative will result in MDMS poll-

ing the devices for most operations, and completing the request

without specific operator acknowledgment.

The operator should observe the OPCOM message and look for

one of two phrases:

e "and reply when completed" - this means that the
OPCOM message must be acknowledged before
request will continue

e "(auto-reply enabled)" - this means that the OPCC
message will be automatically cancelled and the
request will continue after the requested action hg
been performed

Assist or noassist options and the
reply option for these commands or
actions:

Allocate drive
Initialize volume
Load drive

Load volume
Move magazine
Move volume
Unload drive
Unload volume

For all listed commands, you can either request or forego opera-
tor assistance. When you use the assist option, MDMS will com-
municate with the operators specified by the OPCOM classes set
in the domain object record. Using the noassist option directs
MDMS not to send operator messages.

You must be granted the MDMS_ASSIST right to use the assist
option.

The reply option allows you to capture the operator reply to the
command. This feature facilitates the use of DCL command pro-
cedures to manage interaction with operators.

the

M

The message option for these com-
mands:

Load drive
Load volume

For load operations, use the message option to pass additional
information to the operator identified to respond to the load
request.

12.3Serving Clients of Managed Media

Once configured, MDMS serves ABS and HSM with uninterrupted access to devices and vol-
umes for writing data. Once allocated, MDMS catal ogs volumes to keep them safe, and makes
them available when needed to restore data

To service ABS and HSM, you must supply volumes for MDMS to make available, enable
MDMS to manage the allocation of devices and volumes, and meet client needs for volume

retention and rotation.

12.3.1 Maintaining a Supply of Volumes

To create and maintain a supply of volumes, you must regularly add volumesto MDMS man-
agement, and set volume object record attributesto allow MDMS to meet ABS and HSM needs.

12.3.1.1 Preparing Managed Volumes

To prepare volumes for use by MDMS, you must create volume object records for them and ini-
tidize them if needed. MDMS provides different mechanisms for creating volume object
records: the create, load, and inventory operations. When you create volume object records, you

should consider these factors:

MDMS Management Operations 12—7



MDMS Management Operations
12.3 Serving Clients of Managed Media

* The situational demands under which you create the volume object records.

e The application needs of the volumes for which you create object records.

« Those additional aspects of the volume for which you will have little, if any, need to change
later on.

The following sections provide more detailed information.
Meeting Situational Demands

If you create volume object records with the use of a vision equipped jukebox, you must com-
mand MDMS to use the jukebox vision system and identify the slots in which the new volumes
reside. These two operational parameters must be supplied to either the create or inventory oper-
ation.

For command driven operations, these two commands are functionally equivalent.

$MDMS | NVENTORY JUKEBOX j ukebox_name [ VI SI ON SLOTS=s/ ot _range | CREATE
$MDMS CREATE VOLUME / JUKEBOX=j ukebox_nane [ VI SI ON SLOTS=s/ ot _r ange

If you create volume object records with the use of a jukebox that does not have a vision system,
you must supply therange of volume names asthey arelabelled and asthey occupy the slot
range.

If you create volume object records for volumes that reside in a location other than the default
location (as defined in the domain object record), you must identify the placement of the vol-
umes and the location in the onsite or offsite attribute. Additionally, you must specify the vol-
ume name or range of volume names.

If you create volume object records for volumes that reside in the default onsite location, you
need not specify the placement or onsite location. However, you must specify the volume name
or range of volume names.

Meeting Application Needs

If you acquire preinitialized volumes for MDMS management, and you want to bypass the
MDMS initialization feature, you must specify a single media type attribute value for the vol-
ume.

Select the format to meet the needs of your MDMS client application. For HSM, use the
BACKUP format. For ABS, use BACKUP or RMUBACKUP.

Use a record length that best satisfies your performance requirements. Set the volume protection
using standard OpenVMS file protection syntax. Assign the volume to a pool you might use to
manage the consumption of volumes between multiple users.

Static Volume Attributes

Static volume attributes rarely, if ever, need to be changed. MDMS provides them to store infor-
mation that you can use to better manage your volumes.

The description attribute stores up to 255 characters for you to describe the volume, its use, his-
tory, or any other information you need.

The brand attribute identifies the volume manufacturer.

Use the record length attribute to store the length or records written to the volume, when that
information is needed.
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12.3.2 Servicing a Stand Alone Drive

If you use a stand aone drive, enable MDM S operator communication on aterminal near the
operator who services the drive. MDMS signal s the operator to load and unload the drive as
needed.

You must have aready supply of volumesto satisfy load requests. If your application requires
specific volumes, they must be available, and the operator must load the specific volumes
reguested.

To enable an operator to service a stand alone drive during MDMSS operation, perform the
actions listed in Table 12—4.

Table 12—4 Configuring MDMS to Service a Stand Alone Drive

Stage... Action...

1. Enable operator communication between nodes and terminals.

2. Stock the location where the drive resides with free volumes.

3. For dl subsequent MDMS actions involving the drive, use the assist feature.

12.3.3 Servicing Jukeboxes

MDMS incorporates many features that take advantage of the mechanical features of automated
tape libraries and other medium changers. Use these features to support lights-out operation, and
effectively manage the use of volumes.

Jukeboxes that use built-in vision systems to scan volume labels provide the greatest advantage.
If the jukebox does not have a vision system, MDMS has to get volume names by other means.
For some operations, the operator provides volume names individually or by range. For other
operations, MDMS mounts the volume and reads the recorded label.

12.3.3.1 Inventory Operations

The inventory operation registers the contents of a jukebox correctly in the MDMS database.
You can use this operation to update the contents of a jukebox whenever you know, or have rea-
son to suspect the contents of a jukebox have changed without MDMS involvement.

Note

Changing the contents of a jukebox without using M DM S move or inventory features,
and not updating the MDM S database, will cause subsequent operations to fail.
Always usethe MDM SINVENTORY oper ation to make sure the MDM S database
accurately reflectsthe contents of the jukebox whenever you know, or have reason to
suspect the contents of ajukebox has changed.

Inventory for Update

When you need to update the database in response to unknown changes in the contents of the
jukebox, use the inventory operation against the entire jukebox. If you know the range of slots
subject to change, then constrain the inventory operation to just those slots.

If you inventory a jukebox that does not have a vision system, MDMS loads and mounts each
volume, to read the volume’s recorded label.

MDMS Management Operations 12-9



MDMS Management Operations
12.3 Serving Clients of Managed Media

Note

Running an inventory on alarge number of slotswithout a vision system can take from
tens of minutesto several hours.

When you inventory asubset of slotsin the jukebox, use the option to ignore missing volumes.

If you need to manually adjust the MDM S database to reflect the contents of jukebox, use the
nophysical option for the MDM S move operation. Thisallows you to perform alogical move for
to update the MDM S database.

Inventory to Create Volume Object Records

If you manage a jukebox, you can use the inventory operation to add volumes to MDMS man-
agement. The inventory operation includes the create, preinitialized, media types, and inherit
qualifiersto support such operations.

Take the steps in Table 12-5 to use a vision jukebox to create volume object records.

Table 12-5 How to Create Volume Object Records with INVENTORY

Step... Action...

1. If you plan to open the jukebox for this operation, disable the jukebox and dl drives
insideit.

2. Empty as many dots as necessary to accommodate the volumes.

If you cannot open the jukebox, use the MDMS MOV E command to keep the MDM S
database synchronized with the actual location of volumes removed.

If you open the jukebox and manually remove managed volumes, place the volumesin
the location specified by the volumes’ onsite location.

3. Place labelled volumes in the open jukebox slots.

If you cannot open the jukebox to expose the slots, use the Media Robot Utility software
or front panel controls to move volumes to the slots.

4. Perform the MDMS inventory operation.

Use the create option to signal MDMS to create volume object records.

If volumes areinitialized specify the preinitialized option and a single media
type name for the mediatypes attribute, otherwise, just specify all possible media

types to which the volume could relate.

Use the inherit option to identify a volume object record from which to inherit other |vol-
ume attribute values.

Use the slots option to specify the range of slots occupied by the volumes to be managed.

If the jukebox does not have avision system, use the volume range and novision
options.

12.3.4 Managing Volume Pools

To assist with accounting for volume use by data center clients, MDMS provides features that
allow you to divide the volumes you manage by creating volume pools and assigning volumes to
them.
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Figure 12-3 Pools and Volumes

Allocated
Allocate Deallocate
Create
1 Deallocate \\\
Unitialized Free Transiion
Release
Unavailable
Available
Unavailable

CXO6756A

Use MDMS to specify volume pools. Set the volume pool optionsin ABS or HSM to specify
that volumes be allocated from those pools for users as needed. Figure 12-3 identifies the pools
respective to a designated group of users. Note that ‘No Pool’ is for use by all users.

12.3.4.1 Volume Pool Authorization

The pool object record includes two attributes to assign pools to users: authorized users, and
default users.

Set the authorized users list to include all users, by node or group name, who are allowed to allo-
cate volumes from the pool.

Set the default users list to include all users, by node or group name, for whom the pool will be
the default pool. Unless another pool is specified during allocation, volumes will be allocated
from the default pool for users in the default users list.

Because volume pools are characterized in part by node or group names, anytime you add or
remove nodes or groups, you must review and adjust the volume pool attributes as necessary.

12.3.4.2 Adding Volumes to a Volume Pool

After you create a volume pool object record, you can associate managed volumes with it. Select
the range of volumes you want to associate with the pool and set the pool attribute of the vol-
umes to the name of the pool.

This can be done during creation or at any time the volume is under MDMS management.
12.3.4.3 Removing Volumes from a Volume Pool

There are three ways to remove volumes from a volume pool.

¢ You can delete the volume object records.

¢ You can set the pool attribute of selected volume object records to a different volume pool
name.

* You can negate the pool attribute of selected volume object records.
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12.3.4.4 Changing User Access to a Volume Pool
To change access to volume pools, modify the membership of the authorized users list attribute.

If you are using the command line to change user access to volume pools, use the /ADD and
/REMOV E command qualifiers to modify the current list contents. Use the
/INOAUTHORIZED_USERS qualifier to erase the entire user list for the volume pool.

If you are using the GUI to change user access to volume pools, just edit the contents of the
authorized usersfield.

You can aso authorize users with the /[DEFAULT _USERS attribute, which means that the users
are authorized, and that this pool isthe pool for which allocation requests for volumes are
applied if no pool is specified in the allocation request. You should ensure that any particular
user has a default users entry in only one pool.

12.3.4.5 Deleting Volume Pools

You can delete volume pools. However, deleting a volume pool may require some additional
clean up to maintain the MDM S database integrity. Some volume records could still have a pool
attribute that names the pool to be deleted, and some DCL command procedures could still refer-
ence the pool.

If volume records naming the pool exist after deleting the pool object record, find them and
change the value of the pool attribute.

The MDMS CREATE VOLUME and MDMS LOAD DRIVE commandsin DCL command pro-
cedures can specify the deleted pool. Change references to the delete pool object record, if they
exist, to prevent the command procedures from failing.

12.3.5 Taking Volumes Out of Service
You might want to remove volumes from management for a variety of reasons:

¢ You need to retain the information recorded on a volume, and remove any MDMS manage-
ment access to it.

e The volume cartridge has broken.
e The volume has become unreliable.
12.3.5.1 Temporary Volume Removal

To temporarily remove a volume from management, set the volume state attribute to
UNAVAILABLE. Any volume object record with the state set to UNAVAILABLE remains

under MDMS management, but is not processed though the life cycle. These volumes will not be
set to the TRANSITION or FREE state. However, these volumes can be moved and their loca-
tion maintained.

12.3.5.2 Permanent Volume Removal

Caution

Before you remove a volume from the MDM S database, MAKE SURE thevolumeis

not storing information for ABS or HSM. If you remove a volume from MDM S man-
agement that isreferenced from ABSor HSM, you will not be ableto restore the data
stored on it.

To permanently remove a volume from management, delete the volume object record describing
it.
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12.4Rotating Volumes from Site to Site

Volume rotation involves moving volumes to an off-site location for safekeeping with a schedule
that meets your needs for data retention and retrieval. After a period of time, you can retrieve
volumesfor re-use, if you need them. You can rotate volumes individually, or you can rotate
groups of volumes that belong to magazines.

12.4.1 Required Preparations for Volume Rotation

The first thing you have to do for avolume rotation plan is create location object records for the
on-site and off-site locations. Make sure these |ocation object records include a suitable descrip-
tion of the actual locations. You can optionally specify hierarchical locations and/or a range of
spaces, if you want to manage volumes by actual space locations.

You can define as many different locations as your management plan requires.

Once you have object records that describe the locations, choose those that will be the domain
defaults (defined as attributes of the domain object record). The default locations will be used
when you create volumes or magazines and do not specify onsite and/or offsite location names.
You can define only one onsite location and one offsite location as the domain default at any one
time.

12.4.2 Sequence of Volume Rotation Events

Manage the volume rotation schedule with the values of the offsite and onsite attributes of the
volumes or magazines you manage. You set these values. |n addition to setting these attribute
values, you must check the schedule periodically to select and move the volumes or magazines.

Table 12—-6 shows the sequence of volume rotation events and identifies the commands and GUI
actions you issue.

Table 12—-6 Sequence of Volume Rotation Events

Stage... Action...

1. Set the volume object record onsite and offsite attributes.

*  Typically, once ABS has allocated a volume you will remove it until it ig
about to reach the scratch date. Set the onsite location and date based on
when it will be freed.

Set the offsite location and date based on when it will be ready to be moved
offsite. However, make sure that the volume is not part of an ABS continua-
tion set and still needed for subsequent ABS operation.

« For HSM, identify volumes to go offsite based on the last access date.|If a
volume has not been accessed for a long period of time, there has be¢n no
need to unshelve the files stored on it. Set the offsite date based for any time
after the last access.

If multiple archive classes are used, the secondary archive class(es) can be
removed off site as soon as a volume is filled.

Set the onsite date for any time you might want to archive or delete the files
on the volume.
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Table 12—-6 Sequence of Volume Rotation Events

Stage...

Action...

2.

I dentify the volumes or magazines to be moved offsite by selecting the offsite schedule
option. You can use the MDMS report or show volume features, or the show magazine
feature. The following CLI examplesillustrate this:

$MDMS SHOW VOLUME/ SCHEDULE=OFFSI TE

$MDMS SHOW MAGAZI NE/ SCHEDULE=OFFSI TE

M ove the volumes offsite. With the GUI, you can move the volumes sel ected from the
display.

With the CLI, (interactive or command procedure) use the MDMS MOV E command
with the /SCHEDULE qudlifier. For example:

$MDMS MOVE VOLUME / SCHEDULE=COFFSI TE [/ ocati on_nane]

$MDMS MOVE MAGAZI NE / SCHEDULE=CFFSI TE [/ ocat i on_nane]

MDM S communicates with operators through OPCOM, providing alist of volume iden-
tifiers for the volumes to be gathered and moved.

If you need to retrieve volumes or magazines to service arestore or unshelve request, you
must physically move them back to the onsite location.

Use the MDM S GUI move feature for the selected volumes or magazines or use the CLI
MOVE command. For example:

$MDMS MOVE VOLUMVE vol une_i d | ocation_nane

$MDMS MOVE MAGAZI NE magazi ne_i d | ocation_nane

To return volumesto the onsite location based on their scheduled return date, use the GUI
to select and move volumes and magazines based on their onsite schedule. With the GUI,
you can move the volumes selected from the display.

With the CLI, (interactive or command procedure) use the MDMS MOV E command
with the /SCHEDULE qualifier. For example:

$MDMS MOVE VOLUME / SCHEDULE=ONSI TE vol une_i d | ocati on_nane

$VMDMS MOVE MAGAZI NE / SCHEDULE=ONSI TE -
$_ mmgazi ne_nane | ocation_nane

Once the volumes and magazines arrive at the onsite location, negate the offsite and
onsite schedules. This prevents the volumes from showing up in subsequent reports. With
the GUI, remove the | ocation date values associated with the offsite and onsite attri butes.
With the CLI, use the /NOONSITE and /NOOFFSITE qualifiers. For example:

SET VOLUME vol une_i d / NOONSI TE / NOOFFSI TE

12.5Scheduled Activities
MDMS starts three scheduled activities at 1AM, by default, to do the following:

* Deallocate all volumes in the database that have exceeded their scratch date.

*+ Release all volumes in the database that have exceeded their transition time.

* Schedule all volumes that have exceeded their onsite or offsite date.

« Schedule all magazines that have exceeded their onsite or offsite date.
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These three activities are controlled by alogical, are separate jobs with names, generate log files,
and notify users when volumes are deall ocated. These things are described in the sections bel ow.
12.5.1 Logical Controlling Scheduled Activities

The start time for scheduled activitiesis controlled by the logical:
MDVB$SCHEDULED_ACTI VI TI ES_START_HOUR

By default, the scheduled activities start a LAM which is defined as:
$ DEFI NE/ SYSTEM NOLOG MDMVS$SCHEDULED ACTI VI TI ES_START_HOUR 1

You can change when the scheduled activities start by changing this logical in SY SESTAR-
TUP:MDMS$SY STARTUP.COM. The hour must be an integer between 0 and 23.

12.5.2 Job Names of Scheduled Activities
When these scheduled activities jobs start up, they have the following names:
e MDMS$DEALVOL - deallocates and releases volumes
¢  MDMS$MOVVOL - moves scheduled volumes
e  MDMS$MOVMAG - moves scheduled magazines

If any volumes are deallocated, the users in the Mail attribute of the Domain object will receive
notification by VMS mail.

Operators will receive Opcom requests to move the volumes or magazines.
12.5.3 Log Files for Scheduled Activities

These scheduled activities generate log files. These log files are located in
MDMSS$LOGFILE_LOCATION and are named:

— MDMSS$DEALVOL.LOG - for deallocating and releasing volumes
— MDMS$MOVVOL - for moving of scheduled volumes
— MDMS$MOVMAG - for moving of scheduled magazines

These log files do not show which volumes or magazines were acted upon. They show the com-
mand that was executed and whether it was successful or not.

If the Opcom message is not replied to by the time the next scheduled activities is started, the
activity is cancel and a new activity is scheduled. For example, nobody replied to the message
from Saturday at 1AM, so on Sunday MDMS canceled the request and generated a new request.
The log file for Saturday night would look like this:

$ SET VERIFY

$ SET ON

$ MDMS MOVE VOL */ SCHEDULE

%VDIVS- E- CANCELED, request cancel ed by user
MDMS$SERVER job terminated at 25- APR-1999 01: 01: 30. 48

Nothing is lost because the database did not change, but this new request could require more vol-
umes or magazines to be moved.

The following shows an example that completed successfully after deallocating and releasing the
volumes:

$ SET VERIFY

$ SET ON

$ MDMS DEALLOCATE VOLUME / SCHEDULE/ VOLSET
MDMS$SERVER job terminated at 25- APR-1999 01: 03: 31. 66
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Note

The number of these log files could grow to a large number. You may want to set the

version on these scheduled activitiesto 10 or so.

12.5.4 Notify Users When Volumes are Deallocated

To notify users when the volumes are deallocated, place the user names in the Mail attribute of

the Domain object. For example:

$ MDMS show domai n

Description: Smth's Special Domain
Mai | : SYSTEM OPERATOR1, SM TH

O fsite Location: JOHNNY_OFFSI TE_TAPE_STORAGE
Onsite Location: OFFI CE_65

Def. Media Type: TLZO9M

Deal | ocate State: TRANSI TI ON

Opcom C ass: TAPES

Request I D 496778

Protection: SRWORWGR W

DB Server Node: DEBBY

DB Server Date: 26-APR-1999 14:20:08
Max Scratch Tinme: NONE

Scratch Time: 365 00:00: 00

Transition Tine: 1 00: 00: 00
Net wor k Ti nmeout : NONE
$

In the above example, users SY STEM, OPERATORY, and SMITH will receive VM S mail when
any volumes are deallocated during scheduled activities or when some one issues the following

command:
$ MDVB DEALLOCATE VOLUME / SCHEDULE/ VOLSET

If you delete all usersin the Mail attribute, nobody will receive mail when volumes are deallo-
cated by the scheduled activities or the DEALLOCATE VOLUME /SCHEDUL E command.
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MDMS High Level Tasks

MDMS GUI users have access to features that guide them through complex tasks. These features
conduct a dialog with users, asking them about their particular configuration and needs, and then
provide the appropriate object screens with information about setting specific attribute values.

The features support tasks that accomplish the following:
e Configuring a new drive or jukebox and/or add new volumes for management.
e Removing drives or jukeboxes and/or deleting volumes from management.

e Servicing a jukebox when it is necessary to remove allocated volumes and replace them
with scratch volumes.

* Rotating volumes from the onsite location to an offsite location, and back.

The procedures outlined in this section include command examples with recommended qualifier
settings shown. If you choose to perform these tasks with the command line interface, use the
MDMS command reference for complete command details.

13.1Creating Jukeboxes, Drives, and Volumes

This task offers the complete set of steps for configuring a drive or jukebox to an MDMS
domain and adding new volumes used by those drives. This task can be performed to configure a
new drive or jukebox that can use managed volumes.
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Figure 13-1 Configuring Volumes and Drives

=

=

T T%%%

TK85_COMP
Media Type

Compaction

"CompacTape III"

TK86_COMP
Media Type

TK87_COMP
Media Type

TK88_COMP
Media Type

Compaction Compaction Compaction

"CompacTape III" "CompacTape III" "CompacTape IV"

TZ85_DRIVE TZ86_DRIVE TZ87_DRIVE TZ88_DRIVE

CX06754A

Thistask can a so be performed to add new volumes into management that can use managed
drives and jukeboxes.

Table 13-1 Creating Devices and Volumes

Step

Action

Create Jukebox and/or Drive

1

Verify that the drive is on-line and available.
$SHOW DEVI CE devi ce_nane [ FULL
Verify that the jukebox is online and available.

$SHOW DEVI CE devi ce_nane [ FULL

If you are connecting the jukebox or drive to a set of nodes which do not dready share access
to acommon device, then create a group object record.

$MDMS CREATE GROUP group_nane [ NODES=(node_1,...)

If you are configuring a new jukebox into management, then create a jukebox object record.

$MDMS CREATE JUKEBOX j ukebox_nane | DI SABLED

If the drive you are configuring uses a new type of volume, then create a media type object
record.

$MDMS CREATE MEDI A_TYPE nedi a_type

If you need to identify a new place for volume storage near the drive, then create a
location object record.

$MDMS CREATE LOCATI ON / ocati on_nane
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Table 13-1 Creating Devices and Volumes

Step | Action

6. Create the drive object record for the drive you are configuring into MDM S management.
$MDMS CREATE DRI VE drive_nane | DI SABLED

7. Enable the drive (and if you just added a jukebox, enable it t0o).
$VMDMS SET DRI VE drive_nanme [ ENABLED
$MDMS SET JUKEBOX j ukebox_nanme | ENABLED

8. If you are adding new volumes into MDM S management, then continue with Step
10.

9. If you have added a new media type to complement a new type of drive, and you plan to use

managed volumes, set the volumes to use the new mediatype.

$VMDMS SET VOLUME / MEDI A_TYPE=nedi a_t ype_nane

Process New Volumes

10.

Make sure al new volumes have labels.

11.

If the volumes you are processing are of atype you do not presently manage, compl ete the
actionsin this step. Otherwise, continue with Step 12.
Create a media type object record.

$MDMS CREATE MEDI A_TYPE nedi a_type

If the drives you manage do not accept the new media type, then set the drives to accept vol-
umes of the new mediatype.

$MDMS SET DRI VE / NEDI A_TYPE=nedi a_t ype

12.

If you are using a jukebox with avision system to create volume object records, then continue
with Step 13. Otherwise, continue with Step 16 to create volume records.

Jukebox Inventory to Create Volume Object Records

13. If you use magazines in your operation, then continue with this step. Otherwise, continue with
Step 14.
If you do not have a managed magazine that is compatible with the jukebox, then create a
magazine object record.
$MDMS CREATE MAGAZI NE magazi ne_nane
Place the volumes in the magazine.
M ove the magazine into the jukebox.
$MDMS MOVE MAGAZI NE megazi ne_nane j ukebox_nanme / START_SLOT=n
or
$MDMS MOVE MAGAZI NE magazi ne_name j ukebox_name/ START_SLOT=(n, n, n)
14. Place the volumesin the jukebox. If you are not using all the dlotsin the jukebox, note the slots

you are using for this operation.

Inventory the jukebox, or just the dots that contain the new volumes.

If you are processing pre-initialized volumes, use the /PREINITIALIZED qualifier, then your
volumes are ready for use.

$MDMS | NVENTORY JUKEBOX j ukebox_nane | CREATE / VOLUME_RANGE=r ange
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Table 13-1 Creating Devices and Volumes

Step

Action

15.

Initialize the volumes in the jukebox if they were not created as preinitialized.
$MDMVS | NI TI ALI ZE VOLUME / JUKEBOX=j ukebox_nane [ SLOTS=range

After you initidize volumes, you are done with this procedure.

Create Volume Object Records Explicitly

16.

Create volume object records for the volumes you are going to manage.
If you are processing preinitialized volumes, use the /PREINITIALIZED qualifier, then your
volumes are ready for use.

$MDMS CREATE VOLUME vol une_i d

17.

Initialize the volumes. This operation will direct the operator when to load and unload the vol-
umes from the drive.

$MDMS | NI TI ALI ZE VOLUME vol une_range [ ASSI ST

13.2Deleting Jukeboxes, Drives, and Volumes

Thistask describes the complete set of decisions and actions you could take in the case of
removing a drive from management. That is, when you have to remove the last drives of a partic-

ular kind,

and take with it all associated volumes, then update any remaining MDMSS object

records that reference the object records you delete. Any other task of removing just adrive (one
of many to remain) or removing and discarding volumes involves a subset of the activities
described in this procedure.

Table 13-2 Deleting Devices and Volumes

Step

Action

1

If thereis avolume in the drive you are about to remove from management, then unload the
volume from the drive.

$MDMS UNLOAD DRI VE drive_nane

Delete the drive from management.

$MDMS DELETE DRI VE drive_nane

If you have media type object records to service only the drive you just deleted, then complete
the actions in this step. Otherwise, continue with Step 4.

Delete the media type object record.

$MDMS DELETE MEDI A TYPE nedia_type

If volumes remaining in management reference the media type, then set the volume attribute
value for those volumes to reference a different media type value. Use the following command
for uninitialized volumes:

$MDMS SET VOLUME / MEDI A_TYPE=nedi a_t ype | REMOVE

Use the following command for initialized volumes:

$MDMS SET VOLUME / MEDI A TYPE=nedi a_t ype
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Table 13-2 Deleting Devices and Volumes

Step

Action

4.

If the drives you have deleted belonged to a jukebox, then complete the actions in this step.
Otherwise, continue with Step 5.

If the jukebox still contains volumes, move the volumes (or magazines, if you manage the
jukebox with magazines) from the jukebox to alocation that you plan to keep under MDM S
management.

$MDMS MOVE VOLUME vol une_i d | ocation

or

$MDMS MOVE MAGAZI NE magazi ne_nane | ocation

If aparticular location served the drives or jukebox, and you no longer have aneed to manage
it, then delete the location.

$MDMS DELETE LOCATI ON / ocati on_nane

Move al volumes, the records of which you are going to delete, to a managed location.

$MDMS MOVE VOLUMVE vol une_i d | ocation

If the volumes to be deleted exclusively use aparticular media type, and that mediatype has a
record in the MDM S database, then take the actions in this step. Otherwise, continue with Step
8.

Delete the media type object record.

$MDMS DELETE MEDI A_TYPE nedi a_t ype

If drives remaining under MDM S management reference the mediatype you just deleted, then
update the drives’ media type list accordingly.

$MDVB SET DRI VE / MEDI A_TYPE nedia_t ype | REMOVE

If the volumes to be deleted are the only volumes to belong to a volume pool, and therg
longer a need for the pool, then delete the volume pool.

$MDMS DELETE POOL pool _nane

If the volumes to be deleted exclusively used certain managed magazines, then delete {
azines.

$MDMS DELETE MAGAZI NE magazi ne_nane

10.

Delete the volumes.

$MDMS DELETE VOLUME vol une_i d

13.3Rotating Volumes Between Sites

This procedure describes how to gather and rotate volumes from the onsite location to an offsite
location. Use this procedure in accordance with your data center site rotation schedule to move
backup copies of data (or data destined for archival) to an offsite location. Additionally, this pro-
cedure processes volumes from the offsite location into the onsite location.
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Figure 13-2 Volume Rotation
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Table 13-3 Rotating Volumes Between Sites

Step

Action

1

Prepare areport listing the offsite volumes or magazines due for rotation to your onsite loca-
tion.

$VMDMS REPORT VOLUME/ SCHEDULE=ONSI TE
or,
$NVMDMS SHOW MAGAZI NE/ SCHEDULE=ONSI TE

Provide this information to the people responsible for shuttling volumes and magazines.

I dentify the volumes and/or magazines to move offsite.
$MDMS SHOW VOLUME / SCHEDULE=OFFSI TE
or,

$MDMS SHOW MAGAZI NE / SCHEDULE=OFFSI TE

Gather the volumes into your location. If you have to retrieve magazines and/or volumes from
ajukebox, then move those volumes and/or magazines out of the jukebox. Move them to an
onsite location from which they will be shipped offsite.

$VMDMS MOVE VOLUME / SCHEDULE=OFFSI TE [ ocati on

or,

$MDMS MOVE MAGAZI NE / SCHEDULE=OFFSI TE | ocati on
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Table 13-3 Rotating Volumes Between Sites

Step

Action

4.

Asthe volumes are picked up for transportation, or when otherwise convenient, update the
volume and/or magazine records in the database. Specify the offsite|ocation namein this com-
mand.

$MDMS MOVE VOLUME / SCHEDULE=OFFSI TE | ocati on

or,

$MDMS MOVE MAGAZI NE / SCHEDULE=OFFSI TE | ocati on

With MDM S, move the volumes and/or magazines to the onsite location.
$VMDMS MOVE VOLUME / SCHEDULE=ONSI TE [/ ocati on
or,

$MDMS MOVE MAGAZI NE / SCHEDULE=ONSI TE / ocati on

Prepare spaces for the incoming volumes and magazines. This can be accomplished by mov-
ing volumes and magazines into jukeboxes, or placing them in other locations to support oper-
ations.

13.4Servicing Jukeboxes Used for Backup Operations

This procedure describes the steps you take to move allocated volumes from a jukebox and
replace them with scratch volumes. This procedure is aimed at supporting backup operations, not
operations that involve the use of managed mediafor hierarchical storage management.

Figure 13-3 Magazine Placement
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Note

Thisprocedure supportsbackup operations. Do not remove volumesallocated to HSM
unless a response to a load request can betolerated when moving the volumeto the
jukebox.

Table 13-4 Servicing Jukeboxes

Step | Action

1. Report on the volumes to remove from the jukebox.

$MDMS REPORT VOLUME ALLOCATED / USER=ABS

2. If you manage the jukebox on avolume basis, perform this step with each volume, otherwise
proceed with Step 3 with instructions for magazine management.

$MDMS MOVE VOLUMVE vol une_i d | ocation

3. I dentify the magazines to which the volumes belong, then move the magazines from the juke-
box.

$NMDMS SHOW VOLUME / MAGAZI NE vol une_i d
then

$MDMS MOVE MAGAZI NE nmagazi ne_nane | ocati on_nane

4. If you manage the jukebox on avolume basis, perform this step, otherwise proceed with Step 5
for magazine management.

$MDMS MOVE MAGAZI NE magazi ne_nane | ocation

5. Move free volumes to the magazine, and move the magazine to the jukebox.
$VMDMS MOVE VOLUMVE vol une_i d magazi ne_nane

then

$MDMS MOVE MAGAZI NE magazi ne_nane j ukebox_name
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HSM Error Messages

This section defines all status and error messages that are produced by or on behalf of HSM,
together with the cause and suggested user actions when appropriate.

A.1 OpenVMS Messages

The following messages are generated by OpenVM S and returned to the user who is initiat-
ing afunction.

U%SYSTEM E- DEVI CEFULL, device full - allocation failure

Explanation: An attempt to create or extend afile failed because it would exceed the device
capacity, and any attemptsto free disk space failed or did not free up the required space.
Files should be deleted from the disk to free up space. Thisis an existing OpenVMS mes-

sage.
YSYSTEM E- EXDI SKQUOTA, exceeded di sk quota

Explanation: An attempt to create or extend afile failed because it would exceed the user
disk quota (plus overdraft), and any attemptsto free disk space failed or did not free up the

required space. The user should either reduce the number of online files, or request addi-
tional disk quota. Thisisan existing OpenVM S message.

%SYSTEM E- SHELVED, file is shel ved

Explanation: An attempt to access a currently shelved file has failed because unshelving of
thefileisdisalowed. Thisisanew OpenVMS message for HSM.

YSYSTEM E- SHELFERROR, access to shelved file failed

Explanation: An attempt to access (read/write/extend /truncate) afile failed because thefile

was shelved and HSM could not unshelve it for some reason. HSM adds further information
as to the root cause of the error. Thisis anew OpenVM S message for HSM.

A.2 Shelf Handler Messages

This section defines all status and error messages that are produced by or on behalf of HSM,
together with the cause and suggested user actions when appropriate

The HSM Shelf Handler Process (SHP) performs all preshelving, shelving, unshelving, and
unpreshelving operations for HSM. The following status and error messages are generated
by the shelf handler process and are either returned to the end-user or to the shelf handler
audit and error logs. All shelf handler messages use the message prefix of "HSM".

%1SMt W ALLOCFAI LED, failed to |oad/allocate/nount drive drivenane

Explanation: An error occurred trying to ready the specified drive for operations. The
causes could be that the drive is not configured in SMU, or MDMS, or that the drive has
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another volume mounted, or is otherwise unavailable. Please check the SHP error log and
the status of the drive.

%ASM | - ALRPRESHELVED, file filename was al ready preshel ved

Explanation: A preshelve request was issued for afile that was already preshelved or
shelved. No action is required.

%ASM | - ALRSHELVED, file filenane was al ready shel ved

Explanation: A SHELVE/NOONLINE reguest was issued for afile that was already
shelved, and no reshelving is required. No action is required.

%1SM F- BUGCHECK, i nternal consistency failure

Explanation: An interna error occurred and the shelf handler process terminated and is
automatically restarted. This error is nonrecoverable, and iswritten to the error log. Please
report this problem to Compag and include relevant entriesin the error and audit logs.

%1SM W CACHEERROR, shel f caching error

Explanation: An error occurred trying to access a cache disk or a cache file on a preshelve,
shelve, or unshelve request, or during a cache flush to tape. Consult the SHP error log for
more information.

%-SM | - CACHEFULL, shelf cache full

Explanation: All disk and MO devices specified as caches have exhausted their capecity as
defined by the block size, or the physical size of the device.Either define additional cache
devices, or initiate cache flushing using SMU commands. Any preshelve or shelve opera-
tions are directed to tape, if defined.

%1SM W CANCELED, shel vi ng operation canceled, on file fil ename

Explanation: The specified request has been canceled due to a specific cancel request, a
request that conflicts with another user, or afailure of a multi-operation request. In the last
case, please check the SHP error log for more information.

%1SM E- CATOPENERROR, error opening shelf catalog file

Explanation: An unexpected error occurred trying to open the shelf catalog file(s). Consult
the SHP error log for further information. Please check the equivalence name of
HSM$CATAL OG and redefine as needed. Also verify that any catalog files are accessible.

%1SM E- CATSTATS_ERROR, error mani pul ating catal og statistics record

Explanation: An error occurred reading or writing the shelf catalog during a license capac-
ity scan or SMU facility definition. Please check the equivaence name of HSM$CATALOG
and redefine as needed. If the catalog exists, you may need to recover the catalog from a
BACKUP copy.

%1SM E- CLASS_DI SABLED, command cl ass di sabl ed; re-enable with SMJ SET FACI L-
| TY/ REENABLE

Explanation: A repeated fatal error in the shelf handler has been detected on a certain class
of operations. Please refer to the SHP error log for detailed information, and report the prob-
lem to Compag. Since the fatal error continually repeats, HSM disabled the class of opera-
tion causing the problem, so that other operations might proceed. After fixing the problem,
you can re-enable all operationsusing SMU SET FACILITY/REENABLE.

%-1SM E- CLASSDI S, commandcl ass conmand cl ass di sabl ed
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Explanation: A repeated fatal error in the shelf handler has been detected on the specified
class of operations. Please refer to the error log for detailed information, and report the
problem to Compaq. Since the fatal error continually repeats, HSM disabled this class of
operation, so that other operations might proceed. After fixing the problem, you can re-
enable all operationsusing SMU SET FACILITY/REENABLE.

%1SM E- DBACCESS_ERROR, unable to access SMJ dat abase

Explanation: The shelf handler process could not access one or more of the SMU data-
bases. Please check the equiva ence name of HSM$MANAGER and redefine as needed. If
the database does not exist, you can create a new version by simply running SMU and
answering "Yes' to the create questions - then use SMU SET commands to configure HSM.

%1SM E- DBDATA_ERROR, consistency error in SMJ dat abase

Explanation: A consistency error was detected in the SMU database. This could be from
the number of archive classes exceeding the maximum allowed for a shelf, an invalid shelf
definition, inconsistent definitions, etc. Please examine the error log, then enter SMU SET
commands to correct the discrepancy.

%1SM E- DBNOTI FY_ERROR, propagation error for SMJ update to all shelf handlers

Explanation: There was a problem notifying all shelf handlersin the VM Scluster( about a
change to an SMU database. Please retry the SMU command, and report the problem to
Compaq if the problem persists.

%1SM E- DEVI CElI DERR, error accessing volunme identifier

Explanation: An error occurred trying to access or create the file [000000|HSM$UID.SY S
on adisk volume or cache device. Please check the volume for read/write accessibility, and
ensure there is sufficient spaceto create thisfile (only one cluster factor isusually required).
Thisfileisrequired on al disk volumes for which HSM operations are enabled.

%1SM S- DMPACTREQS, shelving facility active with n requests
Explanation: Normal response to an SMU SHOW REQUESTS command with "n" active

reguests. The messages indicates the number of requests active on the shelf handler on the
node from which the command was entered, not cluster-wide.

%1SM | - DMPFI LE, active requests dunped to file HSMPLOG HSMPSHP_ ACTI VI TY. LOG
Explanation: Normal response to an SMU SHOW REQUESTS/FULL command, indicat-

ing that the activity log was dumped to the fixed-named file. This message (and the activity
log) are only produced if there is at least one active request.

%-1SM W DMPNOMUTEX, unabl e to | ock shelf handl er database

Explanation: An SMU SHOW REQUEST S operation proceeds even if it cannot lock the
appropriate mutexes after 5 seconds. This might occasionally be seen under heavy load and
is not aconcern. However, if repeated requests display this message, the shelf handler might
be hung and a shutdown /restart may be necessary. When this message occurs, any resulting
activity log may contain entries with incomplete data.

%1SM S- DMPNOREQS, shelving facility idle with no requests
Explanation: Normal response to an SMU SHOW REQUEST S when HSM has no out-

standing requests. No activity log is generated on /FULL. Note that there may be outstand-
ing reguests on other shelf handlersin the VM Sclusterd environment.

%1SM F- DUPPROCESS, shel f handl er already active

HSM Error Messages A-3



HSM Error Messages
A.2 Shelf Handler Messages

Explanation: An SMU START command was issued while a shelf handler was already
active on the node.Either no action is required, or SHUTDOWN the current shelf handler
and retry the START.

%1SM E- EXCEEDED, The |icensed product has exceeded current license linmits

Explanation: On an attempt to shelve afile, you have exceeded the capacity defined in your
HSM license. You can either purchase alicense upgrade, delete some shelved files, or do no
more shelving. However, all other operations are unaffected and will succeed.

%1SM E- EXDI SKQUOTA, unshel ve operation exceeds di sk quota

Explanation: An attempt to unshelve (or access a shelved file) fails because the unshelve
would exceed the file owner’s disk quota. You can define apolicy to shelve other filesto be
initiated on this condition. Otherwise, you should shelve/delete other files to free sufficient
capacity to allow this unshelve to proceed.

%iSM | - EXI T, HSM shelving facility term nated on node nodenane

Explanation: This audit log message indicates that the HSM shelf handler terminated on
the named node. In the case of afatal error, the shelf handler isnormally restarted. In the
case of an SMU SHUTDOWN, it must be manually restarted.

%1SM E- FI LERROR, file fil enanme access error

Explanation: HSM was unable to access or read the specified file from the online system.
Thisiswritten to the error log. This usually means that the file is opened by another user
(including HSM on another node), but could aso mean the file has been deleted or is other-
wise unavailable. Retry the operation later.

%1SM E- HWPOLDI S, hi gh-water mark policy execution disabled on volunme vol une-
name

Explanation: This message indicates that a high-water mark condition was detected but the
policy execution for this condition is disabled, and no policy was run on the volume. No
action isrequired if thisis desired, but it is recommended that the policy is enabled.

%1SM E- | NCOVEDI A, Vol une vol umenanme nedi a type nedi atype inconsistent with
drive drivenane nedia type nedi atype

Explanation: This message appears in Basic Mode only, and indicates that the shelf handler
has detected a discrepancy in the media type used for shelving afile, and that requested for
unshelving it. You should re-check the media type with SMU LOCATE/FULL and reset the
SMU databases as needed. This should not normally occur.

%-SM E- | NCOVEDI ATYPE, vol ume nmedia type inconsistent with drive

Explanation: This message appears in Basic Mode only, and means that the drive(s) speci-
fied for an archive class cannot physically handle the media type of atape volume contain-
ing afile requested to be unshelved. Please re-check the SMU DEVICE and ARCHIVE
definitions.

%1SM E- | NCONSTATE, file filenane has inconsistent state for unshel ving
Explanation: The state of the file is inconsistent for unshelving, and allowing an unshelve
may cause loss or overwriting of valid data. The file may be unshelved using the
UNSHELVE/OVERRIDE qualifier, which requires BY PASS privilege. After unshelving

thefile, it should be checked for dataintegrity, especially with regardsto being theright ver-
sion of the data.

%1SM E- | NELI GPRESHLV, file filename is ineligible for preshelving
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Explanation: Thefileisineligible for preshelving. Reasons might include a SET
FILE/NOSHELVABLE operation on the file, the file resides on an ineligible disk, the file-
name begins with HSM$ or the fileistoo large.

%ASM E- | NELI GSHLV, file filenane is ineligible for shelving
Explanation: Thefileisineligible for shelving. Reasons might include a SET

FILE/NOSHELVABLE operation on the file, the file resides on an ineligible disk, the file-
name begins with HSM$ or the fileistoo large.

%1SM E- | NELI GUNPRESHLV, file filename is ineligible for unpreshel ving
Explanation: Thefileisineligible for unpreshelving because it is currently shelved. The
file must be unshelved first.

%ASM E- | NELI GUNSHLV, file filenanme is ineligible for unshel ving

Explanation: Thefileisineligible for unshelving, because of its type (directory file, file
marked for delete or locked, etc.). These should not normally be shelved in the first place.
%SM E- | NELI GVOL, volune is ineligible for HSM operations

Explanation: Thevolumeisineligible for HSM operations because of an SMU SET VOL-

UME/DISABLE=operation, or is aremote volume of some type (including DFS-mounted
and NFS- mounted volumes).

%SM F- | Nl TFAI LED, shelf initialization failed

Explanation: There was a problem starting the shelf handler process. Please refer to the
error log for more details, correct problem, and retry.

%ASM F- I NSPRI 'V, insufficient privilege for HSM operation
Explanation: The HSM$SERV ER account does not contain sufficient privilegesto run
HSM. Although thisis configured properly during installation, it could be changed | ater.

Please refer to the SMU STARTUP command in the Guide to Operations to set the appropri-
ate privileges for this account.

%1SM E- MAI LSND, error sending to distribution maillist
Explanation: The policy execution process encountered an error sending mail to this distri-

bution list or user. If adistribution list was specified for the policy, verify that the distribu-
tion file existsand is accessible.

%1SM E- MANRECOVER, unabl e to access filename in shelf, manual recovery
required

Explanation: A problem was encountered trying to unshelve afile. Please refer to the error
log for more details. If the problem cannot be recovered (for example, a deleted online file),
use SMU LOCATE/FULL and OpenVMS BACKUP to restore the file from the shelf.

%1SM E- NOARCHI VE, no archive cl asses defined for shelf
Explanation: An attempt to preshelve or shelve afile failed because no archive classes

were defined for the appropriate shelf. Use SMU SET SHEL F/ARCHIVE to define archive
classesto shelvefiles.

%1SM E- NODRI VEAVAI L, no drive available to perform operation

Explanation: An error occurred on any shelve/unshelve operation because no devices were
available to perform the operation.Ensure that an SMU device was defined to appropriate
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archive classes. In Plus M ode, ensure that the SMU device and archive configurations are
compatible with the definitions in TAPESTART.COM, and the SMU SHOW DEVICE
shows as" Configured". If it shows as"Not Configured”, you should re-verify the definitions
of archive mediatype /density and device name to be identical in the SMU and MDMSS con-
figurations. This message does not appear if the device is simply busy with other applica-
tions.

%-SM F- NOLI CENSE, license for HSMis not installed

Explanation: You must install an HSM license in order to use this software.

%1SM E- NONEXPR, nonexi stent process

Explanation: An SMU or policy execution request failed because HSM was not running.
Use SMU START to startup HSM and retry the operation.

%SM E- NOSUCHDEV, vol umenanme - no such vol unme avail abl e

Explanation: The policy execution process was unable to assign a channel to the device or
get information about the device. Please check that the device is known and available to the

system. If the device is no longer in service, it should be removed from the HSM configura-
tion.

%ISM E- NOSUCH_FI LE, - no such file filename found

Explanation: The policy execution process was unable to locate the distribution list to be
used for mail notification or requested afile to be shelved that no longer exists.

%1SM E- NOSUCH_REQUEST, - no such request found

Explanation: The/CANCEL qualifier was used to cancel arequest that has already been
completed by the shelf handler.

%-SM E- NORESTARC, no restore archive classes defined for shelf

Explanation: Thisis acommon error meaning that no restore archive classes are defined
for the shelf. Use SMU SHOW SHEL F to make sure that the archive list and restore archive
lists are compatible, and add the restore archive list as needed, using SMU SET

SHEL F/RESTORE=(list). In most cases, the archive and restore lists should be the same.

%ISM | - NOTSHELVED, file fil enanme was not shel ved

Explanation: An UNSHELVE/ONLINE request was issued for afile that was not shelved.
No action isrequired.

%1SM E- NOUI C_QUOTA, - no quota for user usernane found

Explanation: The policy execution process found no disk quota defined for this user or

guotas are not enabled for the disk. The policy execution process will assume that the |ow-
water mark has been reached by default.

%HSM- E- NOVOLAVAI L, new vol une could not be allocated
Explanation: In Basic Mode this means you have exhausted the number of volumes
alowed for the archive class; define a new archive class. In Plus Mode, this means that the

volume pools(s) specified do not contain enough volumes to allocate a new volume.Either
add new volumes to the pool, or define additiona pools for the archive class.

%1SM E- OCCPOLDI S, - occupancy full policy execution disabled on vol unme vol u-
menanme
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Explanation: The occupancy full policy has been disabled on this volume. Use SMU SET
VOLUME command to enable occupancy full condition handling.

%1SM E- OFFLI NERROR, of f-1ine systemerror, function not perforned
Explanation: An error occurred trying to read or write to the near-line/off-line system.

Refer to the error log for more details, fix the problem, and retry. There are usually addi-
tional messages to explain the problem in the error log.

%ISM E- OFFREADERR, off-line read error on drive drivenanme
Explanation: An error occurred trying to read afile on the specified near-line/off-line drive.

Refer to the error log for more details, fix the problem, and retry. There are usually addi-
tional messages to explain the problem in the error log.

%ISM E- OFFWRI TERR, off-line write error on drive drivenanme
Explanation: An error occurred trying to write a file on the specified near-line/off-line

drive. Refer to the error log for more details, fix the problem, and retry. There are usually
additional messages to explain the problem in the error log.

%1SM E- ONLI NERROR, unrecoverabl e online access error
Explanation: HSM was unable to access or read afile, or the disk itself, from the online

system. Refer to the error log for more details, fix the problem, and retry. There are usually
additional messages to explain the problem in the error log.

%1SM E- OPCANCELED, operation cancel ed

Explanation: On arecovery of the shelf handler process, the operation was canceled
because it should not be retried.

%1SM E- OPDI SABLED, shel vi ng operation disabl ed

Explanation: The requested operation has been disabled by the storage administrator. Oper-
ations can be disabled at the facility, shelf, disk volume and off-line device levels. To re-

enable, enter the appropriate SMU SET/ENABLED command. This message also appears
after an SMU SHUTDOWN, but before the fecility has actually shut down.

%1SM E- PEPCOMVERROR, unable to send to policy execution process
Explanation: The shelf handler process could not send a request to the policy execution

process. This usually means that the policy execution process has not been started. |ssue an
SMU STARTUP command to recover.

%ISM E- PEPMBX, - conmuni cation mail box mai |l boxnane not enabl ed
Explanation: The policy execution process was unable to establish communications with

the shelf handler process, which usually means that the shelf handler processis not running,
or create amailbox for it’s own use. Issue an SMU STARTUP command to recover.

%1SM F- PEP_ALREADY_STARTED, - policy execution process already started

Explanation: The HSM policy execution process has already been started.

%1SM E- PEP_| NCOWPLETE, - policy execution unable to satisfy request

Explanation: The policy execution was unable to reach the specified lowwater mark. Verify
that the file selection criteriais suitable for the selected lowwater mark.

%1SM F- POLACCESSFAI L, unable to access policy database
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Explanation: The policy execution process was unable to access the policy database. Please
check the equivalence name of HSM$MANAGER and redefine as needed. Also verify that
any policy files are accessible.

%1SM E- POLDI SABLED, policy policynanme is disabled

Explanation: On ascheduled policy run, the requested policy is disabled.Either enableiit, or
cancel the scheduled policy run.

%1SM E- POLDEF_NF, - policy definition policyname was not found

Explanation: The policy execution process was unable to locate this policy definition in the

policy database. Verify that any policies specified for volumes or scheduled have been
defined with SMU SET POLICY.

%1SM E- POLEXEFAI L, unable to initiate policy execution

Explanation: The shelf handler process could not send a request to the policy execution
process. This usually means that the policy execution process has not been started. |ssue an
SMU STARTUP command to recover.

%1SM E- POLVOLDI' S, - policy execution disabled on volume vol unenane
Explanation: The policy execution process has detected that shelving is currently disabled

on this volume. For policy execution to take place on the volume, shelving must be enable.
Usethe SMU SET VOLUME command to enable shelving for the volume.

%1SM S- PRESHELVED, file fil enane preshel ved
Explanation: When the/NOTIFY qualifier is specified, this message is displayed on a suc-

cessful completion of apreshelve operation. The file data has been copied to the cache or
the shelf, but the file is till accessible online.

%1SM E- PSHLVERROR, - error preshelving file filenane
Explanation: HSM encountered an error preshelving thisfile during policy execution. This
could be caused by such things as the file not being found, possibly deleted prior to the

shelving action, or the device containing the file being unavailable. Please check the SHP
error log for more information on the failure.

%1SM W PSHLVOPI NCOM  preshel ving operation inconplete for file filenane
Explanation: HSM could not complete the preshelving operation for this file during policy
execution. Please check the SHP error log for more information on the failure.

%1SM E- QUOPOLDI S, - quota exceeded policy execution disabled on vol ume vol u-
menanme

Explanation: The policy execution process detected that quota exceeded policy eventsare
currently disabled on this volume. Use SMU SET VOLUME to enable.

%1ISM | - RECOVERSHLYV, inconsistent state found, file shelved

Explanation: This message may be issued on recovery of ashelf handler process after find-

ing afilein an inconsistent state. The file has been made into a consistent state by shelving
it (it was really already shelved). No action is reguired.

%-SM | - RECOVERUNSHLYV, inconsistent state found, file unshel ved
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Explanation: This message may be issued on recovery of ashelf handler process after find-
ing afilein an inconsistent state. The file has been made into a consistent state by unshelv-
ing it (it was really already unshelved). No action is required.

%1SM E- REPACKI NPRG, cannot checkpoint during repack, please try later
Explanation: An attempt to checkpoint an archive class while that archive class was being

repacked was made. Checkpoint and repack are incompatible operations on an archive class.
Please re-enter the checkpoint command after the repack has completed.

%1SM E- RESHELVERR, unable to re-shelve file filenane, manual recovery
required

Explanation: An attempt to re-shelve afile to additional archive classesfailed for some rea-
son. Please examine the error log. Astheresult of this, the specified file may remain shelved
or be unshelved.Existing shelf copiesremain available.

%1SM W SELECTFAI LED, MDMS/ SLS error selecting a drive for vol ume vol unenane,
retrying

Explanation: In PlusMode, an error occurred trying to select adrive for an HSM operation.
Please read the error log for more details.

%1SM | - SERVER, HSM shel f server enabl ed on node nodenane

Explanation: Thisis an informational message indicating that a shelf handler on the speci-
fied nodeis now the shelf server. This messageis printed in the audit log and to the OPCOM

terminal. If at any time you wish to determine which node is the shelf server, examine the
tail of the audit log for the last such message.

%ISM E- SHELFERROR, unrecoverabl e shelf error, data for filename |ost
Explanation: Thefile could not be found or accessed in the cache or shelf archive classes.
Thisfailure resultsin the loss of the file data. Thisis written to the error log.

%ISM E- SHELFI NFOLOST, shel f access information unavailable for file filename
Explanation: Therewas a problem accessing the ACE and/or catalog information trying to

unshelve afile. Please use SMU LOCATE to retrieve the file information, then use
BACKUPto retrieve thefile.

%1SM S- SHELVED, file filename shel ved
Explanation: With INOTIFY specified, this message is displayed to the user upon success-

ful completion of an explicit shelve operation. The operation is complete when thefileis
shelved to theinitia shelving location, which can be the cache or directly to the shelf.

%1SM E- SHLVERROR, - error shelving file fil ename
Explanation: HSM encountered an error shelving this file during policy execution. This
could be caused by such things as the file not being found, possibly deleted prior to the

shelving action, or the device containing the file being unavailable. Please check the SHP
error log for more information on the failure.

%1SM W SHLVOPI NCOM  shel vi ng operation inconplete for file fil ename

Explanation: HSM could not complete the shelving operation for this file during policy
execution. Please check the SHP error log for more information on the failure.

%1SM | - SHLVPRG, shelving files to free di sk space
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Explanation: This message occursif auser request resultsinaDEVICEFULL or EXDISK-
QUOTA error, and the file system is requesting HSM to free space for the request. This
message is printed to indicate a possible delay in processing the user request.

%1SM S- SHUTDOWN, HSM shel ving facility shutdown on node nodenarne
Explanation: In the audit log, this message shows that HSM was shut down with an SMU
SHUTDOWN command. It is not automatically restarted.

%1SM E- SPLI TMERGSERR, - error during shelf split/merge, catal og not changed
Explanation: HSM encountered an error during shelf split /merge. The catalog was not
changed. Please check the SHP error log for more information on the failure.

%1SM S- STARTED, shelving facility started on node nodenane

Explanation: In the audit log and startup |og, this message indicates that the shelf handler
process was successfully started. No action is required.

%1SM F- STSACCESSFAI L, error accessing status log files

Explanation: HSM encountered and error while accessing the log files. This could be
caused by adevice full condition. Please check the state of the HSM$LOG device.

%1SM E- UNEXPERR, unexpected error on operation

Explanation: This message indicates that the shelf handler experienced an unexpected error

condition. Please check the SHP error log for more information about the failure and report
thisto Compaqg. Thisis not afatal error condition.

%1SM E- UNKNOWN_RESP, response unknown, unable to | ocate corresponding request
Explanation: The policy execution process has received aresponse from the shelf handler

for a shelve/preshel ve request that has already been completed. No action is required.

%1SM S- UNPRESHELVED, file fil ename unpreshel ved

Explanation: With INOTIFY specified, this message is displayed to the user upon success-
ful completion of an unpreshelve operation.

%1SM S- UNSHELVED, file filenanme unshel ved

Explanation: With INOTIFY specified, this message is displayed to the user upon success-

ful completion of an unshelve operation. The file is now online and available for user
access.

%ASM | - UNSHLVPRG, unshelving file fil ename
Explanation: A filefault isinitiated as aresult of attempting to read/write/extend/trun-

cate/execute afile that is shelved. Thismessage is printed to indicate a possible delay in pro-
cessing the user request.

%1SM F- VOLACCESSFAI L, unabl e to access vol une dat abase
Explanation: The policy execution process was unable to access avolume's policy informa-
tion from the volume database. Please check the equivalence name of HSM$MANAGER

and redefine as needed. Also verify that the volumefile is accessible and that all needed vol-
umes have been defined with SMU SET VOLUME.

%1SM E- VOLDEF_NF, vol une definition vol umedef was not found
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Explanation: The policy execution process was unable to locate this volume or the default
volume definition in the volume database. Please verify that needed volumes have been
defined with SMU SET VOLUME. Also, the HSM$DEFAULT_VOLUME entry should
never be deleted.

%1SM E- VOLNOTLOADED, of f-1ine vol ume(s) could not be | oaded

Explanation: An error occurred trying to load or mount a specific volume for a shelving
operation. Please refer to the error log for more information, fix, and retry.

%1SM E- VOLUVE_NF, vol une vol umenanme was not found

Explanation: For aREPACK operation, this tape volume or a member of the volume set

containing this volume was not found in the MDM S volume database. In plus mode, all
source tape volumes for REPACK must exist in the MDM S volume database.

The following messages are displayed by the utilities that support explicit SHELVE,
PRESHELVE and UNSHELV E commands. Although only the SHELV E command mes-
sages are listed here, there are similar messages for the PRESHELV E and UNSHELVE
commands.

YSHELVE- F- BADSEARCH, shel ve search confused

Explanation: Thisfailure message alertsyou that the shelving operation got confused while
searching for the files specified on the command line. No HSM action took place.

YSHELVE- | - ALRSHELVED, file filename was previously shel ved

Explanation: A shelve request wasissued for afile that is already shelved. No action is
required.

YSHELVE- W CANCELLED, shel vi ng operation on file filenanme cancel ed
Explanation: The shelving request has been canceled due to a specific cancel request, a

request that conflicts with another user, or afailure of a multi-operation request. In the last
case, please check the SHP error log for more information.

YSHELVE- F-CLI, fatal error detected parsing conmand |ine

Explanation: This failure messages alerts you that a fatal error was encountered while pars-
ing the command line. Verify the command syntax, fix and retry.

YSHELVE- F- CLI _BY_OWNER, val ue shelf-value invalid for /BY_OANER qualifier
Explanation: This failure message alerts you that you entered an invalid value for the
/BY_OWNER qualifier on the command line. Verify that UIC syntax and that it exists.

YSHELVE- F-CLI _INVTIM invalid absolute tine - use DD- MMM YYYY: HH SS. CC f or -
mat

Explanation: This failure message alerts you that you entered an invalid time value on the
command line. Verify the time value and make sure it conforms to the DD-MMM-
YYYY:HH:SS.CC format (use of TODAY, TOMORROW and YESTERDAY are also
valid).

YSHELVE- E- DI SCLASS, command cl ass has been automatically disabled

Explanation: A repeated fatal error in the shelf handler has been detected on a certain class
of operations. Please refer to the SHP error log for detailed information, and report the prob-
lem to Compag. Since the fatal error continually repeats, HSM disabled the class of opera-
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tion causing the problem, so that other operations might proceed. After fixing the problem,
you can re-enable all operationsusing SMU SET FACILITY/REENABLE.

YSHELVE- W ERROR, error shelving file filenane
Explanation: Thiswarning message alerts you than an error was encountered while trying
to shelvethefile. There may be an accompanying error message that gives moreinforma:

tion about any failure (privileges, communications failure, etc.). Also check the SHP error
log for more information about the failure.

UYSHELVE- F- FATAL, fatal error condition detected

Explanation: This failure message alerts you that afatal error condition was encountered
while shelving afile. Please check the SHP error log for more information.

YSHELVE- F- FATAL_P, fatal error condition detected

Explanation: An unexpected error was encountered while parsing/processing a confirma-
tion action. Please see HELP or the reference documentation for valid responses.
YSHELVE- F- | NCONSI ST, internal inconsistency detected

Explanation: SMU was unable to generate arequest for the shelf handler. This could be
caused by an insufficient memory condition.

YSHELVE- F- | NTERNAL, internal error detected, code = val ue

Explanation: This failure message alerts you that an internal error condition was detected
with a code of value. This could have come from the policy execution processif memory
couldn’t be allocated, there was a problem queuing ajob or getting job information, there
was an unexpected error getting system information, etc. There may be more information
about the failure in the PEP error log. From SMU, this could mean that an unexpected error

was encountered while parsing/processing a confirmation action, getting job or system
information, etc.

YSHELVE- W | NVALANS, text is an invalid answer

Explanation: The response given to a confirmation action isincorrect. Please see HELP or
the reference documentation for valid responses.

YSHELVE- W | NVFI LESPEC, invalid file specification formt

Explanation: This warning message alerts you that your file specification format isinvalid.
Please re-enter the command with avalid file specification.

USHELVE- W | N\VFORMAT, invalid internal format

Explanation: A request generated by SMU and sent to the shelf handler hasan invalid
internal format. The reguest cannot be processed by the shelf handler. There may be more
information about the failure in the SHP error log.

YSHELVE- W | NVREQUEST, invalid shelving request

Explanation: For policy execution, the policy execution process received an unexpected
error from the shelf handler for the shelve request. This could include missing archive or
shelf definitions or an incorrectly formatted request. SMU may have also encountered these

problems or there was a problem communicating with the shelf handler. There may be more
information about the failure in the PEP or SHP error logs.

USHELVE- S- MARKEDCANCEL, file filename was nmarked for cancel

HSM Error Messages A-12



HSM Error Messages
A.2 Shelf Handler Messages

Explanation: This status message informs you that your file has been marked for cancella-
tion and won't be shelved.

YSHELVE- W NOFI LES, no files found
Explanation: SM U was unable to |ocate the specified files. Reasons include insufficient

memory, invalid file specification, file(s) already in requested state, etc. There may be an
accompanying message that gives more information about any failure.

YSHELVE- W NOMODDATE, nodi fication date not enabled for file

Explanation: Expiration dates are not currently enabled for this file/volume.Expiration
dates are needed for the /SINCE and /BEFORE qualifiers.

YSHELVE- W NOSUCHDEVI CE, no such devi ce found

Explanation: For REPACK, an unload request was sent to the shelf handler for atape
device that is not known. The shelf handler may have encountered an unexpected error try-
ing to read avolume's UID file. The policy execution process may be trying to access a disk

volume that is no longer defined. Please check the PEP or SHP error logs for more informa-
tion.

YSHELVE- W NOSUCHFI LE, no such file filenanme found

Explanation: A cache flush shelve request was made for afile that no longer exists. Please
see the SHP error log for more information.

YSHELVE- W NOSUCHPOLI CY, no such policy found

Explanation: Thiswarning message alerts you that the policy you are specifying cannot be

found. There may be an accompanying message that gives more information about the fail-
ure. Please check the PEP and SHP error logs form more information.

YSHELVE- W NOSUCHREQ, no such request found

Explanation: The/CANCEL qualifier was used to cancel arequest that has already been
completed by the shelf handler.

YSHELVE- E- NOTSHELVED, file filenanme was not shel ved

Explanation: This error message informs you that the file was not shelved. This could be

due to an error during the shelving process, or, for arestore request, the file wasn't shelved.
Please see the SHP error log for more information.

YSHELVE- W OPI NCOM shel vi ng operation inconplete for file filenane
Explanation: The shelving operation was unable to complete due to an error. Please see the
SHP error log for more information.

YSHELVE- S- QUEUED, file filename queued for shel ving

Explanation: When the/NOWAIT/LOG qualifiers are used, this message indicates that
your request has been queued for processing.

YSHELVE- E- RSPCOW response comuni cations error

Explanation: SMU encountered an unexpected error while trying to read a response from
the shelf handler. There may be an accompanying message that gives more information

about any failure. Please verify that the shelf handler is running and restart as needed with
SMU START.

YSHELVE- F- SEARCHFAI L, error searching for file fil ename
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Explanation: The specified file does not exist. Verify that the filename is correct and that
the file exists, then retry the command.

USHELVE- S- SHELVED, file filenane shel ved

Explanation: This status message informs you that your file has been shelved successfully.
YSHELVE- F- SLFCOW shel f handl er communi cations failure

Explanation: This message indicates that the shelf handler is not running. Use SMU
START to start the shelf handler and retry.

YSHELVE- F- SLFMESSAGE, corrupt response nessage detected

Explanation: The failure message alerts you that a bad response message was received
from the shelf handler or an error was encountered while trying to format and display an

Error message.
USHELVE- E- UNKSTATUS, unknown status returned fromthe shelf handl er

Explanation: This error message informs you that the shelf handler process returned an
unknown status message. Please report this problem to Compag and include relevant entries
in the error and audit logs.

YSHELVE- E- UNSUPP, operation unsupported

Explanation: This error message informs you that the operation you are attempting is
unsupported by this software. Thisisusually caused by a node name being included in afile
specification.

YSHELVE- F- USLFCOW user communi cations failure

Explanation: Thisfailure message alerts you that the shelf handler detected afailurein user
communications. SMU was either unable to create a mailbox to receive responses from the

shelf handler on the user’s behalf or get the name of the mailbox. There may be an accompa-
nying message that gives more information about any failure.

A.3 Shelf Management Utility Messages
The following messages are printed out by the shelf management utility.

%SMJ- F- ABORTANA, user aborted ANALYZE

Explanation: SMU ANALY ZE was aborted when a”Z was entered in response to a repair
confirmation.

%SMJ- F- ABORTSCAN, aborted scan for shelved files on disk volume device-nanme
Explanation: SMU ANALY ZE aborted processing of the device due to an error or *Z was
entered in response to arepair confirmation.

¥SMJ- E- ARCHI D_ADDERR, qualifier required on first SET ARCHI VE, archive-id not
created

Explanation: In plus mode, the/MEDIA_TY PE qualifier is required for theinitial creation
of the archive class with the SMU SET ARCHIVE command. Subsequent use of the SMU
SET ARCHIVE command to modify the archive class does not require the/MEDIA_TY PE
gualifier. Re-enter the command using the qualifier.

¥SMJ- E- ARCHI D_DELERR, error deleting archive-id
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Explanation: For SMU SET ARCHIVE/DELETE, an error was encountered while trying
to delete the archive class. There may be an accompanying message that gives more infor-
mation about any failure.

%SMJ- E- ARCHI D_DI SPERR, error displaying archive-id
Explanation: For SMU SHOW ARCHIVE, an error was encountered while trying to read

the archive information. There may be an accompanying message that gives more informa
tion about any failure.

%SMJ- E- ARCHI D_| NCOVPAT, device is an inconpatible nedia type for this archive
cl ass

Explanation: For SMU SET DEVICE, the media type of the archive class entered is not
compatible with the media type of the device. Verify your configuration and re-enter the
command with corrections.

%SMJ- E- ARCHI D_MANYPOOL, archive id archive-id has too many pools added, limt
is pool-limt

Explanation: This error message aerts you that you have exceeded the pool limit for the
archive. Verify your configuration and possibly remove pools that are no longer needed,
then retry the command.

¥SMJ W ARCHI D_NF, archive class id class-id not found

Explanation: The archive class id was not found in the archive database or an unexpected
error was encountered while trying to read the volume database. There may be an accompa-
nying message that gives more information about the failure. Verify your configuration then
retry the command.

¥SMJ W ARCHI D_POOLNF, archive class id class-id pool pool-id not found, not
renoved

Explanation: For SMU SET ARCHIVE/REMOVE_POOL, apool was specified whichis
not in the pool list for the archive class. Verify your configuration then retry the command.
¥SMJ | - ARCHI VE_DELETED, archive id archive-id del eted

Explanation: The archive class was successfully deleted.

¥SMJ W ARCHI VE_NF, archi ve cl ass archive-class not found

Explanation: For SMU SET ARCHIVE/DELETE, the archive class was not found in the
archive database. Verify your configuration then retry the command.

¥SMJ- E- ARCHI VE_READERR, error reading archive definition, archive-id
Explanation: For SMU SET ARCHIVE/DELETE, an unexpected error was encountered
while trying to delete the archive class. There may be an accompanying message that gives

more information about any failure. Please check the equivalence name of HSM$MAN-
AGER and redefine as needed. Also verify that the archive fileis accessible.

¥SMUJ | - ARCHI VE_UPDATED, archive id archive-id updated

Explanation: The archive class was successfully updated.

¥SMJ W ARCHUPDERR, unabl e to update archive information, archive-information

Explanation: An error was encountered while trying to modify the archive class informa-
tion. This could have been directly from a SMU SET ARCHIV E command, or indirectly
fromaSMU SET DEVICE/ARCHIVE command which may attempt to update the media
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type for the archive class. There may be an accompanying message that gives more informa-
tion about any failure. Please check your configuration, the equivalence name of
HSM$MANAGER and redefine as needed. Also verify that the archive file is accessible.

%SMJ- E- BASI C_MODE_ONLY, basi c-npde-feature, is a basic node feature, see SET
FACI LI TY/ MODE

Explanation: The use of this qualifier isfor Basic mode only.
%SMJ- | - CACHE_CREATED, cache devi ce devi ce-nane created

Explanation: The cache device was successfully added.

%SMJ- E- CACHE_DELERR, error del eting cache definition, cache- nane

Explanation: A request was made to delete a cache device that does not exist in the data-
base. Verify your configuration and re-enter the command.

%SMJ- | - CACHE_DELETED, cache devi ce devi ce-nane del et ed

Explanation: The cache device was successfully deleted.

%SMJ- E- CACHE_DI SPERR, error displaying cache device, device- nane

Explanation: For SMU SHOW CACHE, an error was encountered while trying to read the
cache information. There may be an accompanying message that gives more information
about any failure.

¥SMJ W CACHE_NF, cache devi ce devi ce-nanme was not found
Explanation: For SMU SET CACHE or SMU SHOW CACHE, the specified cache device
was not found in the cache database. Verify your configuration and re-enter the command.

%SMJ- E- CACHE_READERR, error readi ng cache device definition, device-nane

Explanation: An unexpected error was encountered whiletrying to read the cache datafor a
delete or display operation. There may be an accompanying message that gives more infor-
mation about any failure. Please check the equivalence name of HSM$MANAGER and
redefine as needed. Also verify that the cache fileis accessible.

%SMJ- | - CACHE_UPDATED, cache devi ce devi ce-nane updat ed

Explanation: The cache device was successfully updated.

¥SMJ- E- CACHE_WRI TERR, error witing cache device definition, device-nane
Explanation: An unexpected error was encountered while adding or modifying a cache
device record. There may be an accompanying message that gives more information about

any failure. Please check the equivalence name of HSM$MANAGER and redefine as
needed. Also verify that the cache fileis accessible.

%SMJ- E- CANT_CHANGE_MODE, cannot set basic node after shelving in plus node
Explanation: For SMU SET FACILITY, you cannot set to Basic mode &fter files have been
shelved in Plus mode.

%SMJ- E- CANT_DEDI CATE, renpte device can't be dedi cated

Explanation: For SMU SET DEVICE, the/DEDICATE qualifier isnot valid for use with
remote devices.

¥SMJ- E- CANT_DO_ARCASSCC, cannot action archive class archive- class, due to
nonzero reference
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Explanation: For SMU SET ARCHIVE, archive classes with shelf and/or device associa-
tions cannot be deleted. The archive class must be removed from the shelf and all devices
prior to deletion.

%SMJ- E- CANT_DO_ARCUSED, cannot action archive class archive- class, it has
been used

Explanation: For SMU SET ARCHIVE, arequest was made to either delete an archive
classthat has been used for shelving or modify certain attributes of an archive class (such as
density or mediatype) that has been used for shelving.

¥SMJ- E- CANT_SET_REMOTE, | ocal device cannot be set to renpte

Explanation: For SMU SET DEVICE, the/REMOTE qualifier isnot valid for use with an
existing local device.

%SMJ- E- CAT_CREATERR, error creating catal og catal og- name

Explanation: An error was encountered while trying to create the catalog. There may be an
accompanying message that gives more information about any failure. Please check the
equivalence name of HSM$CATAL OG and redefine as needed. Also verify that the device
and directory are accessible.

YSMJ- E- CAT_SYNTAXERR, catalog file syntax error catal og-nane

Explanation: For SMU SET SHELF/CATALOG, a catal og file syntax error was encoun-
tered. Verify the format of the catalog filename and retry the command.

¥SMJ- F- CATOPENERR, error openi ng catal og catal og- nane

Explanation: For SMU ANALY ZE, an unexpected error was encountered opening the
associated catal og for the device. There may be an accompanying message that gives more
information about any failure. SMU ANALY ZE will stop processing the current device.

%SMJ- F- CATREADER, error readi ng catal og catal og- nane

Explanation: For SMU ANALY ZE, the catalog associated with this device was not found
or there was an unexpected error reading from the catalog. There may be an accompanying
message that gives more information about any failure. SMU ANALY ZE will stop process-
ing the current device.

¥SMJ- E- CATWRI TERR, error encountered witing catalog - no repair

Explanation: For SMU ANALY ZE, an unexpected error was encountered while writing the
new catalog entry for arepair. There may be an accompanying message that gives more
information about any failure. No repair will be made.

%SMJ- E- CON_READERR, error reading configuration definition, configuration-
definition

Explanation: An unexpected error was encountered while trying to read the facility infor-
mation for SMU SET FACILITY, SMU SET SCHEDULE, SMU SHOW SHELF or SMU
COPY. There may be an accompanying message that gives more information about any fail-
ure. Please check the equivalence name of HSM$MANAGER and redefine as needed. Also
verify that the configuration file is accessible.

YSMJ W CONFI G_NF, configuration configuration-name was not found

Explanation: The facility information was not found in the configuration database for SMU
SET FACILITY, SMU SET SCHEDULE, SMU SHOW FACILITY or SMU COPY. This
error could also mean that the shelf handler was unable to locate the facility information

HSM Error Messages A-17



HSM Error Messages
A.3 Shelf Management Utility Messages

during a shelf update request. There may be an accompanying message that gives more
information about any failure. The SMU SET FACILITY command should be used to create
the facility data if none exists.

YSMJ- E- COPYCHKERR, error(s) verifying shelf ACE

Explanation: For SMU COPY, an error was encountered during the initial phase that veri-
fiesthat the shelving ACE on the filesto be copied is correct. There may be an accompany-
ing message that gives more information about any failure.

YEMUJ | - COPYCHK, verifying shelving ACE on files to be copied

Explanation: SMU COPY is verifying that the shelving ACE on the files to be copied is
correct.

%SMJ- E- COPYDEV, cannot copy to source device, use DCL RENAME i nstead

Explanation: The SMU COPY command has detected that the source and destination
devices are the same. If thisis desired, then the DCL RENAME command should be used
instead.

¥SMJ- E- COPYDST, specify device or device and directory |ocation only

Explanation: The SMU COPY command has detected that the destination specified con-
tains more than a device and/or directory location. Node hames are not allowed as are any
attempt to specify afile name or portion of one.

YSMUJ | - COPYSTART, starting file copy

Explanation: SMU COPY has completed al initial verifications and is starting the actual
file copy.

YSMJ- F- CREATERR, error creating database, database-nanme

Explanation: An error was encountered while trying to create a new database file. There
may be an accompanying message that gives more information about any failure. Please
check the equiva ence name HSM$MANAGER and redefine as needed. Also verify that the
deviceis accessible and has enough free space.

%SMJ- E- DATABASERR, error detected on database, database

Explanation: An unexpected error was encountered while trying to delete a record from
this database. There may be an accompanying message that gives more information about
any failure.

%SMJ- E- DELERR, error del eting database record, database-record

Explanation: An unexpected error was encountered while trying to delete a record from
this database or the record entry does not exit. Other causes could be an attempt to delete a
default policy, facility record, default shelf record, a shelf that still has volume (disk) refer-
ences, a shelf that contains a catal og reference other than the one assigned to the default
shelf, ashelf where a split /mergeis currently active, default volume record, a volume that
contains a shelf reference other than the one assigned to the default volume or avolume
where a split/merge is currently active. There may be an accompanying message that gives
more information about any failure.

%SMJ- E- DEV_DELERR, error deleting device definition, device- nane
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Explanation: An attempt was made to delete the default device record or adevice that does
not exist in the database. There may be an accompanying message that gives more informa-
tion about any failure. Verify your configuration and retry the command.

%SMJ- E- DEV_DI SPERR, error displaying device, device-nane
Explanation: For SMU SHOW DEVICE, an error was encountered while trying to read the

device information. There may be an accompanying message that gives more information
about any failure.

¥SMJ W DEV_I NELI G device device-nane is ineligible
Explanation: An attempt was made to use a device which is not currently available on the
system. This could come from SMU SET CACHE to add a new cache device, SMU SET

SCHEDULE on one of the listed volumes or SMU SET VOLUME to add a new volume.
There may be an accompanying message that gives more information about any failure.

%SMJ- E- DEV_NOTREMOTE, device device is not a renpte device specification
Explanation: For SMU SET DEVICE/REMOTE, the device name must contain a node
name or the node name must be included in alogical name assignment for the device.
%SMJ- E- DEV_READERR, error reading device definition, device- nane
Explanation: For SMU SET DEVICE or SMU SHOW DEVICE, an unexpected error was

encountered while trying to delete a device record or read a device record for display. There
may be an accompanying message that gives more information about any failure.

YSMJ- E- DEV_WRI TERR, error witing device definition, device- nane
Explanation: For SMU SET DEVICE, an attempt was made to add a device where the
mediatypeis not compatible with it's associated archive class(es), the/DEDICATE qualifier
was specified for aremote device, the/REMOTE qualifier was specified for an existing
local device or an unexpected error was encountered while writing anew or modified device

record. There may be an accompanying message that gives more information about any fail-
ure.

%SMJ- | - DEVI CE_CREATED, devi ce devi ce-nane created

Explanation: The device was successfully created.

%SMJ- | - DEVI CE_DELETED, devi ce devi ce-nane del et ed

Explanation: The device was successfully deleted.
¥SMJ W DEVI CE_NF, devi ce devi ce-nanme was not found
Explanation: For SMU SET DEVICE or SMU SHOW DEVICE, the device was not found

in the device database. For SMU SET SCHEDULE or SMU SHOW SCHEDULE, there
was no scheduled event for the volume.

%SMJ- | - DEVI CE_UPDATED, devi ce devi ce- nane updat ed

Explanation: The device was successfully updated.

%SMJ- E- DEVI NFOERR, error getting device information for device- nanme

Explanation: For SMU ANALY ZE, an unexpected error was encountered getting informa-
tion about the device. SMU ANALY ZE will stop processing this device/set.

%SMJ E- DI SCLASS, conmand cl ass has been autonmtical ly disabl ed
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Explanation: A repeated fatal error in the shelf handler has been detected on a certain class
of operations. Please refer to the SHP error log for detailed information, and report the prob-
lem to Compag. Since the fatal error continually repeats, HSM disabled the class of opera-
tion causing the problem, so that other operations might proceed. After fixing the problem,
you can re-enable all operationsusing SMU SET FACILITY/REENABLE.

%SMJ- E- DI SPLAYERR, display error encountered
Explanation: An error was encountered while trying to display the requested information.
There may be an accompanying message that gives more information about any failure.

¥SMJ- | - ENDSCAN, conpl eted scan for shelved files on disk vol unme devi ce- nanme

Explanation: SMU ANALY ZE has completed processing of this device.

YSMJ- E- ENF, job entry not found

Explanation: For SMU SET SCHEDULE or SMU SHOW SCHEDULE, no job entry was
found for the listed volume(s) or specific entry number if /ENTRY was used. There may be
an accompanying message that gives moreinformation about any failure.

YSMJ | - ERRORS, nunber error(s) detected, nunber error(s) repaired
Explanation: For SMU ANALY ZE, this messageisfor the device indicating the number of
errors detected and repaired.

%BMU- | - FAC_UPDATED, HSM facility nodified

Explanation: Thefacility was successfully modified.

¥SMJ W FACUPDERR, unable to update facility information

Explanation: For SMU SET FACILITY, an error was encountered while trying to modify
the facility information. There may be an accompanying message that gives more informa-
tion about the failure. Please check your configuration and the equivalence name of
HSM$MANAGER and redefine as needed. Also verify that the configuration file is accessi-
ble.

%SMJ- F- FNF, file not found

Explanation: For SMU SET SCHEDULE, the supplied command procedure to initiate pol-
icy execution was not found. There will be an accompanying message that give more infor-
mation about the failure. The file may have to be restored from a previous backup or the
HSM distribution.

YSMJ W HSMCOW  shel f handl er conmuni cations failure
Explanation: An error was encountered while trying to establish communications with the

shelf handler. There may be an accompanying message that give more information about
any failure. Verify that the shelf handler isrunning and startup with SMU START if needed.

YSMJ W HSMVESSAGE, corrupt response nessage detected
Explanation: A message returned from the shelf handler contained too many FAO parame-

ters or an error was encountered formatting the message for display. Please report this prob-
lem to Compag.

%SMJ- F- | NDOPENERR, error openi ng | NDEXF. SYS on devi ce- nane
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Explanation: For SMU ANALY ZE, an unexpected error was encountered opening
INDEXF.SY Sfor the device. There may be an accompanying message that gives more
information about any failure. SMU ANALY ZE will stop processing this device.

¥%SMJ- F- | NI TFAI LED, fatal error encountered during initialization

Explanation: The shelf management utility failed toinitialize.

¥SMJ- F- | NREADERR, error readi ng | NDEXF. SYS on devi ce- nane

Explanation: For SMU ANALY ZE, an unexpected error was encountered while reading
INDEXF.SY Sfor the device. There may be an accompanying message that gives more
information about any failure. SMU ANALY ZE will stop processing this device.

YSMJ F- | NTERNAL, fatal internal error detected, error-string
Explanation: Internal inconsistency detected. There may be an accompanying message that

gives more information about any failure. If the problem can't be corrected locally, please
report this problem to Compag.

YSMJ W I NVALANS, string - is an invalid answer

Explanation: The response given to a confirmation action isincorrect. Please see HELP or
the reference documentation for valid responses.

%SMJ- E- | NVALARCHI VE, invalid archive- archive-id

Explanation: For SMU SET ARCHIVE, the archive id is outside the range of valid values.
Currently, for Basic mode this range is 1 thru 36 and for Plus modeis 1 thru 9999.

YSMJ W I NVALDIR, invalid directory specification, directory- spec
Explanation: An invalid file specification was given for the/OUTPUT qualifier. Re-enter
the command with avalid output location.

%SMJ- E- | NVALI ST, exceeded maxi mum |i st count of count

Explanation: Maximum number of parameter list elements were found. There will be an
accompanying message indicating which parameter or qualifier isin violation. Please see
HEL P or the reference documentation for more information about the command.

YSMJ E- | NVALPSI ZE, exceeded maxi mum par aneter size val ue
Explanation: A parameter value entered in the command exceedsit’s valid range or size.

The maximum value will be displayed for reference. The accompanying message will indi-
cate what valueisin error. Re-enter the command with a corrected value.

YSMJ E- | NVALQSI ZE, invalid qualifier size qualifier-size
Explanation: A qualifier value entered in the command exceedsit's valid range or size. The
maximum value will be displayed for reference. The accompanying message will indicate

which qualifier isin error either by displaying the qualifier name or the valueitself. Re-enter
the command with a corrected qualifier value.

YSMJ- E- I NVCONFI G, invalid tape drive configuration for repack request vol une-
name

Explanation: For SMU REPACK, thereisan invalid tape drive configuration. One possible
cause is that there are not enough tape drives; REPACK must use two. A second possibility
is that there are no devices associated with the archive classes specified in the command.

%6SMJ- W | NVNAMVE, invalid vol une name vol une- nane
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Explanation: For SMU RANK, awildcard character was detected in the volume name
parameter. Wildcards are not allowed.

YSMJ E- | NVPARAM paraneter or value for paraneter paraneter or paraneter-
value is invalid

Explanation: Aninvalid parameter or parameter value was detected in the command. There
will be an accompanying message to indicate which parameter isin violation. Re- enter the
command with corrected syntax. Please see HEL P or the reference documentation for more
information about the command.

Y%SMJ- E- | NVPOLNAME, invalid policy nane policy-nane
Explanation: For SMU RANK or SMU SET SCHEDULE, awildcard character was
detected in the policy name parameter. Wildcards are not allowed. Re-enter the command

with the correct syntax. Please see HELP or the reference documentation for more informa-
tion about the command.

YSMJ E- | NVQUAL, invalid qualifier or qualifier value qualifier

Explanation: An invaid qualifier or associated value was detected in the command. There
will be an accompanying message to indicate which qualifier isin violation. Re- enter the
command with corrected syntax. Please see HEL P or the reference documentation for more
information about the command.

YSMJ W | NVREQUEST, invalid shelf handl er request
Explanation: The shelf handler has received an invalid request from SMU. There may be

more information about the failure in the SHP error log. If this problem cannot be corrected,
please report it to Compag.

%SMJ- E- | NVWOLNAME, invalid vol unme name vol unme- nanme
Explanation: For SMU SET ARCHIVE/LABEL in Basic mode, the volume name entered

does not conform to the Basic mode volume label convention. Please see the documentation
for a description of the correct format and re-try the command.

YSMJ- E- JOBEXECUTI NG, job job executing on server prevents requested operation
Explanation: For SMU SET SCHEDULE, an update request was made for ajob that is cur-

rently executing. No changes were made. Re-enter the command once the job has com-
pleted.

YSMJ W LOCATE, error(s) occurred during |locate processing

Explanation: For SMU LOCATE, one or more errors occurred during locate processing.
YSMJ- E- LOCKERR, error |ocki ng database database-nane
Explanation: An unexpected error was encountered while trying to unlock arecord in the

database. There may be an accompanying message that gives more information about any
failure.

¥SMJ- E- LOCKTI MEQUT, tined out waiting for SPLIT/ MERGE | ock

Explanation: A SMU SET VOLUME or SMU SET SHELF command timed out waiting
for split/merge lock to become available. Re-try the command later.

%SMJ E- MEMALLOC, error allocating menmory in routine routine
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Explanation: An error was encountered while trying to allocate memory. There may be an
accompanying message that gives more information about any failure.

YSMJ- E- MUSTUSEREMOTE, devi ce devi ce-nane nust be created using the / REMOTE
qualifier

Explanation: For SMU SET DEVICE, aremote device name was entered, contains a node
name, without use of the /REMOTE qualifier. Re-enter the command with the/REMOTE
qualifier, or remove the node name from the device specification.

¥SMJ W NOARCHI VE, archive class(es) not found
Explanation: A database read request sent to the shelf handler on an update failed because
the archive class was not found or was outside it’s valid range.

%6SMJ- E- NOCACHELI ST, no cache device nane or list of devices nanes

Explanation: For SMU SET CACHE, no cache name or list of names was present in the
command. Re-enter the command and specify a cache device or list of devices.

%SMJ- E- NODEFI NLI ST, the default device may not be in a device list

Explanation: For SMU SET DEVICE, the default device may not be specified in the com-
mand. Re-enter the command without using the default device.

%SMJ- E- NODEVI CELI ST, no device nane or |ist of devices found

Explanation: For SMU SET DEVICE, no device name or list of nameswas present in the
command. Re-enter the command and specify a device or list of devices.

¥SMJ W NCENTFND, no dat abase entries found for string

Explanation: An unexpected error was encountered while trying to read from a SMU data-
base. The message will contain the database involved. There may be an accompanying mes-
sage that gives more information about any failure. Please check the equivalence name of
HSM$MANAGER and redefine as needed. Also verify that the database files are accessi-
ble.

YSMJ- E- NOFI LEATTR, error reading file attributes for file IDfile-id

Explanation: For SMU ANALY ZE, an unexpected error wasencountered whilereading the
file attributes. There may be an accompanying message that gives more information about
any failure. SMU ANALY ZE will stop processing thisfile.

%6SMJ- W NOFI LES, no files found

Explanation: For SMU LOCATE, no files were found that matched the search criteria or
the catalog is empty.

¥SMJ- E- NONEXI ST_SHELF, nonexi stent shel f, shel f-nane

Explanation: For SMU SET VOLUME/SHELF, a shelf name was given that doesn't exist
in the database. Re-enter the command and specify a defined shelf, or define the new shelf
and then re-enter the command.

¥SMJ- E- NONEXT, no next device found in set after device-nane
Explanation: For SMU ANALY ZE, an unexpected error was encountered getting informa-
tion about the next device in the volume set. There may be an accompanying message that

gives more information about any failure. SMU ANALY ZE will stop processing this
device/set.
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%SMJ- E- NOPOLSERV, no policy execution servers found

Explanation: For SMU SET SCHEDULE, since the /SERVER qualifier was not used, an
attempt was made to select a server from the facility definition. This attempt failed due to
errors getting system or cluster information.

¥SMJ- E- NOPOLLI ST, no policy nane or list of policies found

Explanation: For SMU SET POLICY, no policy name or list of names was present in the
command. Re-enter the command and specify a policy name or list of policies.

%SMJ- E- NOSHELFLI ST, no shelf nane or |ist of shelves found

Explanation: For SMU SET SHELF, no shelf name or list of nhameswas present in the com-
mand. Re-enter the command and specify a shelf name or list of shelves.%SMU-E-
NOSUCHENT, no such entry, entry-name

Explanation: For SMU SET SCHEDULE or SMU SHOW SCHEDULE, no job entry was
found for the listed volume(s) or specific entry number if /ENTRY was used. There may be
an accompanying message that gives more information about any failure.

¥SMJ- E- NOSUCHQUE, no such server queue, queue-name

Explanation: For SMU SET SCHEDULE, a request was made to modify or remove a pol-
icy job, but the queue was not found on the policy server.

¥SMJ W NOTSTARTED, process-name process was not started

Explanation: A startup or shutdown attempt was made from an account with insufficient
privileges, or an unexpected error was encountered while starting up the shelf handler pro-

cess or the policy execution process. There may be an accompanying message that gives
more information about any failure.

¥SMJ W NOTUPDARCH, archive id archive-id-nane was not updated, no new
attributes

Explanation: For SMU SET ARCHIVE, anegative response was given to the update con-
firmation, adelete was requested for anon-existent archive class or there was no new data to
change.

¥SMJ W NOTUPDCACHE, cache devi ce devi ce-name was not updated, no new
attributes

Explanation: For SMU SET CACHE, no new attributes were defined for the cache. The
update was not performed.

¥SMJ W NOTUPDDEVI CE, devi ce devi ce-nane was not updated, no new attributes
Explanation: For SMU SET DEVICE, no new attributes were defined for the device. The
update was not performed.

¥SMJ W NOTUPDFAC, facility was not updated, no new attributes

Explanation: For SMU SET FACILITY, no new attributes were defined for the facility. The
update was not performed.

¥SMJ W NOTUPDPCLI CY, policy policy-nane was not updated, no new attributes
Explanation: For SMU SET POLICY, no new attributes were defined for the policy. The
update was not performed.

¥SMJ W NOTUPDSCHED, schedul ed entry entry-nane was not updated, no new
attributes
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Explanation: For SMU SET SCHEDULE, no new attributes were defined for the entry.
The update was not performed.

¥SMJ W NOTUPDSHELF, shel f shel f-name was not updated, no new attributes

Explanation: For SMU SET SHELF, no new attributes were defined for the shelf. The
update was not performed.

¥SMJ W NOTUPDVOLUMVE, vol une vol une- nane was not updated, no new attributes

Explanation: For SMU SET VOLUME, no new attributes were defined for the volume.
The update was not performed.

%SMJ- F- NOUI D, no device U Ds found for device device-name %6SMJ F- NOUI D, no
device U Ds found for set device-nane

Explanation: For SMU ANALY ZE, no valid UIDs were found in the HSM$UID.SY Sfile.
SMU ANALY ZE will stop processing this device/set.

%SMJ- F- NOUI DFI LE, HSMBUI D. SYS not avail abl e for device device- name %GSMJ F-
NOUI DFI LE, HSMBUI D. SYS not avail able for set device- nane

Explanation: For SMU ANALY ZE, no HSM$UID.SY Sfile was found on the device/set or
the file could not be opened. The missing file indicates that shelving has not taken place on
the disk. SMU ANALY ZE will stop processing this device/set. Or, during arepair, no
HSM$UID.SY Sfile could be found and the repair is incomplete.

%6SMJ- E- NOVOLLI ST, no volune nane or |ist of volunes found

Explanation: For SMU SET VOIUME, no volume name or list of nameswas present in the
command. Re-enter the command and specify a volume name or list of volumes.

YSMJ- E- OFLUPDERR, error updating offline information - no repair %SMJ E-
OFLUPDERR, error updating offline information - repair inconplete

Explanation: For SMU ANALY ZE, an unexpected error was encountered while writing the
HSM metadatato the file and either no repair will be made, or a partial repair has been made
and anew catalog entry exists. There may be an accompanying message that gives more
information about any failure.

YSMJ- F- OPENERR, error opening, storage-entity

Explanation: For any SMU command that uses the /OUTPUT qualifier, there was an error
opening the specified output file. For SMU SET SCHEDULE, there was an error opening
the policy execution command file. Or, there was an unexpected error opening one of the

SMU database files. There may be an accompanying message that gives more information
about any failure.

¥SMJ- E- OPERCONF, requested operation conflicts with current activity
Explanation: Therequested SMU ANALY ZE operation isin conflict with an active
Split/Merge operation on the device. SMU ANALY ZE will stop processing this device or

stop the analysis completely depending on when the conflict was detected. Retry the com-
mand |ater.

YSMJ W PEP_ALREADYSTARTED, policy execution process already started

Explanation: A SMU START was issued when there was already a policy execution pro-
cess started. No action isrequired.

YSMJ- S- PEP_STARTED, policy execution process started process-id
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Explanation: The policy execution process has been successfully started.

YSMJ- E- POL_DELERR, error deleting policy definition, policy- nane
Explanation: For SMU SET POLICY, arequest was made to delete apolicy that does not
exist in the database. Verify your configuration and re-enter the command.

%SMJ- E- POL_DI SPERR, error displaying policy, policy-nane

Explanation: For SMU SHOW POLICY, an error was encountered while trying to read the

policy information. There may be an accompanying message that gives more information
about any failure.

%SMJ- E- POL_READERR, error reading policy definition, policy- nane
Explanation: For SMU SET POLICY/DELETE, SMU SET SHELF or SMU SHOW POL-
ICY, an unexpected error was encountered while trying to read the policy datafor adelete or
display operation. There may be an accompanying message that gives more information

about any failure. Please check the equivalence name of HSM$MANAGER and redefine as
needed. Also verify that the policy fileis accessible.

YSMJ E- POL_WRI TERR, error witing policy definition, policy name
Explanation: For SMU SET POLICY, an unexpected error was encountered while adding
or modifying a policy. There may be an accompanying message that gives more information

about any failure. Please check the equivalence name of HSM$MANAGER and redefine as
needed. Also verify that the policy file is accessible.

YSMJ | - POLI CY_CREATED, policy policy-nane created

Explanation: The policy was successfully created.

%SMJ- | - POLI CY_DELETED, policy policy-nane del eted

Explanation: The policy was successfully deleted.
YSMJ W POLI CY_NF, policy policy-name was not found
Explanation: For SMU SET POLICY, SMU SET SCHEDULE, SMU SHOW POLICY or

SMU RANK, the policy was not found in the policy database. Verify your configuration
then retry the command.

¥%SMJ- | - POLI CY_UPDATED, policy policy-nane updated

Explanation: The policy was successfully updated.

YSMJ E- PLUS_MODE_ONLY, feature, is a plus nmbde feature, see SET FACI LI TY/ MODE
Explanation: For SMU SET ARCHIVE or SMU SET DEVICE, the use of this qualifier is
for Plus mode only.

YSMJ W PREREQSW required prerequisite software, Save Set Manager, not found
Explanation: For SMU REPACK, the Save Set Manager software was not found on the

system or exists at a version below the minimum that is required. Please check the docu-
mentation for this version of HSM and install the appropriate version of Save Set Manager.

%SMUJ- | - PROCESSI NG, processing i nput device devi ce- name

Explanation: Theinput deviceis currently being processed by SMU ANALY ZE.

Y%SMJ- F- READERR, fatal error encountered readi ng database, database-nane

HSM Error Messages A-26



HSM Error Messages
A.3 Shelf Management Utility Messages

Explanation: An unexpected error was encountered while reading the catalog. There may
be an accompanying message that gives more information about any failure. Please check
the equival ence name of HSM$CATALOG and redefine as needed. Also verify that the cat-
aogfileis accessible.

¥SMJ- E- RDVOLSHLF, error reading volume or shelf data for device-nanme
Explanation: For SMU ANALY ZE, an unexpected error was encountered getting volume

or shelf datafor the device. There may be an accompanying message that gives more infor-
mation about any failure. SMU ANALY ZE will stop processing this device.

YSMJ W RSPCOMM  shel f handl er response communi cations error
Explanation: When SMU started processing a response from the shelf handler, it discov-
ered that the shelf handler process no longer existed or there was an error reading the

response. There may be an accompanying message that gives more information about any
failure. Start the shelf handler with SMU START if needed.

%SMJ | - SCHED _CREATED, schedul ed policy policy-nane for vol ume vol une- nane was
created on server server-nane

Explanation: The scheduled policy was successfully created.

%SMJ | - SCHED DELETED, schedul ed policy policy-nane for vol ume vol une- nane was
del eted on server server-name

Explanation: The scheduled policy was successfully deleted.

%SMJ- E- SCHED DELERR, error deleting policy definition policy- nane for vol ume
vol unme- nane

Explanation: For SMU SET SCHEDULE/DELETE, an error was encountered while trying
to delete the scheduled event. There may be an accompanying message that gives more
information about any failure.

¥%SMJ W SCHED_NF, schedul e schedul e-nane for vol ume vol une-nanme on server
server-name was not found

Explanation: For SMU SET SCHEDULE, the scheduled event for the volume was not
found in the database. There may be an accompanying message that gives more information
about any failure. Verify your configuration then retry the command.

¥SMJ E- SCHED WRI TERR, error witing schedul ed definition for volume vol unme-
name

Explanation: For SMU SET SCHEDULE/LOG, an unexpected error was encountered
while adding a schedul e definition for the volume. There may be an accompanying message
that gives more information about any failure.

%SMJ- | - SCHED_UPDATED, schedul ed policy policy-nane for vol ume vol une- nane was
updat ed on server server-nanme

Explanation: The scheduled policy was successfully updated.

¥SMJ W SCHEDUPDERR, unabl e to update schedul e i nformation

Explanation: For SMU SET SCHEDULE, an error was encountered while trying to modify
the scheduled policy attributes. There may be an accompanying message that gives more
information about any failure.

YSMJ | - SHELF_CREATED, shel f shel f-nanme created

Explanation: The shelf was successfully created.

HSM Error Messages A-27



HSM Error Messages
A.3 Shelf Management Utility Messages

¥SMJ- E- SHELF_DELERR, error deleting shelf definition, shelf- nane

Explanation: For SMU SET SHELF/DELETE, arequest was made to del ete a shelf that
does not exist in the database. Verify your configuration and re-enter the command.

Y%SMJ | - SHELF_DELETED, shel f shel f-nanme del eted

Explanation: The shelf was successfully deleted.
%SMJ- E- SHELF_DI SPERR, error displaying shelf configuration, shelf-nane

Explanation: For SMU SHOW SHELF, an error was encountered while trying to read the
shelf information from the configuration database. There may be an accompanying message
that gives more information about any failure. Please check the equivalence name of
HSM$MANAGER and redefine as needed. Also verify that the configuration file is accessi-
ble.

YSMJ W SHELF_NF, shel f shel f-nane was not found

Explanation: For SMU SET SHELF or SMU SHOW SHELF, the shelf was not found in
the configuration database. Verify your configuration then retry the command.

YSMJ- E- SHELF_READERR, error readi ng shelf definition, shelf- nane

Explanation: For SMU SET SHELF or SMU SET VOLUME, an error was detected while
trying to read the shelf information from the configuration database. There may be an
accompanying message that gives more information about any failure. Please check the
equivalence name of HSM$M ANAGER and redefine as needed. Also verify that the config-
uration fileis accessible.

YSMJ E- SHELF_REFERR, shelf is referenced by one or nore vol unes

Explanation: For SMU SET SHELF, an attempt was made to delete a shelf that has volume
references. Use SMU SET VOLUME to change the shelf assignment and retry the com-
mand.

YSMJ E- SHELF_SM P, shelf split/nerge is in process on shelf shel f-nane

Explanation: For SMU SET SHELF, a delete was requested while a split/mergeisin
progress on either the current shelf or the default shelf. For SMU SET VOLUME/SHELF,
an update request was made to use a shelf where asplit/mergeisin progress or the
split/mergeisin progress on the shelf assigned to the default volume. Retry the command
later.

YSMJ | - SHELF_UPDATED, shel f shel f-name updated

Explanation: The shelf was successfully updated.
YSMJ- E- SHELF_WRI TERR, error witing shelf definition, shelf- definition-nanme

Explanation: For SMU SET SHELF, an error was encountered while trying to access the
split/merge lock or an unexpected error was encountered while trying to add or update a
shelf definition. There may be an accompanying message that gives more information about
any failure. Please check the equivalence name of HSM$MANAGER and redefine as
needed. Also verify that the configuration file is accessible.

¥SMJ W SHELFUPDERR, shel f handl er process was unable to update information
Explanation: Thisis ageneric companion message that is displayed when an error is

returned from the shelf handler. The accompanying message will give more information
about the failure.
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YSMJ W SHP_ALREADYSTARTED, shel f handl er already started
Explanation: A SMU START was issued when there was already a shelf handler process
started. No action isrequired.

YSMJ- S- SHP_STARTED, shel f handl er process started process-id

Explanation: The shelf handler process has been successfully started.
YSMJ E- SHUTERR, error shutting down dat abase dat abase-nane

Explanation: For SMUEXIT, an error was encountered while trying to close the database.
There may be an accompanying message that gives more information about any failure.
Please check the equivalence name of HSM$MANAGER and redefine as needed. Also ver-
ify that the databasefileis accessible.

YSMJ- F- SMLOCKERR, error | ocking SPLI T/ MERGE | ock

Explanation: For SMU SET SHELF or SMU SET VOLUME, an unexpected error was
encountered while trying to acquire the split/merge lock.

YSMJ- F- SNF, policy execution server not found

Explanation: For SMU SET SCHEDULE, the queue was not found on the policy server.

There will be accompanying messages that give more information about the queue involved
and the failure. Verify that the queue exists.

YSMUJ | - STARTSCAN, scanning for shelved files on disk vol une device-nane

Explanation: SMU ANALY ZE is currently processing the device.
YSMJ W STARTQ error encountered attenpting to start HSM batch queue
Explanation: During startup, an error was encountered while trying to start the policy exe-

cution queue on this node. There may be an accompanying message that gives more infor-
mation about any failure.

¥%sMJ W UHSMCOW  user conmuni cations failure
Explanation: An error was encountered whiletrying to establish aresponse mailbox for the

reguest. There may be accompanying messages that give more information about any fail-
ure. Itis possible that the request was successfully sent to the shelf handler and will execute.

%SMJ- E- UNDEL_CATREF, catal og referenced by shel f nust nmatch HSMPDEFAULT_SHELF
Explanation: For SMU SET SHELF/DELETE, the delete cannot take place until the cata-

log for the shelf is changed to be the same as the one assigned to HSM$DEFAULT_SHELF.
Use SMU SET SHELF to change the catalog and retry the command.

%SMJ- E- UNDEL_DEFPOL, default policy definition cannot be del eted

Explanation: For SMU SET POLICY/DELETE, an attempt was made to delete one of the
default policies. Retry the command without specifying the default policy.

%BMJ- E- UNDEL_DEFSHELF, default shelf definition cannot be del eted
Explanation: For SMU SET SHELF/DELETE, an attempt was made to delete the default
shelf. Retry the command without specifying the default shelf.

%SMJ- E- UNDEL_DEFVOL, default volume definition cannot be del eted
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Explanation: For SMU SET VOLUME/DELETE, an attempt was made to delete the
default volume. Retry the command without specifying the default volume.

¥SMJ- E- UNDEL_SHELFREF, shel f referenced by vol ume nust natch
HSMBDEFAULT_VOLUME

Explanation: For SMU SET VOLUME/DELETE, the delete cannot take place until the
shelf for the volume is changed to be the same as the one assigned to
HSM$DEFAULT_VOLUME. Use SMU SET VOLUME to change the shelf and retry the
command.

YSMJ- F- UPDATERR, fatal error encountered updating database, database-nane

Explanation: An unexpected error was encountered while updating one of the SMU data-
base files or the catalog. There may be an accompanying message that gives more informa-
tion about any failure. Please check the equivalence names of HSM$MANAGER and
HSM$CATAL OG and redefine as needed. Also verify that the catalog and database files are
accessible.

%SMJ- W UNKSTATUS, shel f handl er returned unknown st atus

Explanation: The shelf handler process returned an unknown status for the request. There
may be more information in the SHP error log.

YSMJ- E- VOL_DELERR, error deleting volune definition, volune- nane

Explanation: For SMU SET VOLUME/DELETE, arequest was made to delete avolume
that does not exist in the database. Verify your configuration and re-enter the command.

¥%SMJ- E- VOL_DI SPERR, error displaying volume, vol une-nane

Explanation: For SMU SHOW VOLUME, an error was encountered while trying to read
the volume information from the database. There may be an accompanying message that
gives more information about any failure. Please check the equivalence name of
HSM$MANAGER and redefine as needed. Also verify that the volumefileis accessible.

%SMJ- E- VOL_NOTUPDATED, vol ume definition vol une-nane was not updated

Explanation: For SMU SET VOLUME, thisisageneral message indicating that the update
was not performed. Thisis usually because the specified shelf doesn't exist, or asplit/merge
wasin progress. There may be an accompanying message that gives more information about
any failure. Please check the equivalence name of HSM$MANAGER and redefine as
needed. Also verify that the volume file is accessible.

%SMJ- E- VOL_READERR, error reading volune definition, volune- nane
Explanation: An error was encountered while trying to read the volume information for
SMU SET VOLUME, SMU SHOW VOLUME or SMU LOCATE. There may be an
accompanying message that gives more information about any failure. Please check the

equivalence name of HSM$MANAGER and redefine as needed. Also verify that the vol-
umefileis accessible.

YSMJ E-VOL_SM P, volune split/nerge in progress on vol unme vol une- nane
Explanation: For SMU SET VOLUME/DELETE, adelete was requested on avolume

while a split/mergeisin progress on this volume or the default volume. Retry the command
later.

YSMJ E- VOL_WRI TERR, error witing volune definition, volune- definition
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Explanation: For SMU SET VOLUME, an error was encountered while trying to access
the split/merge lock or an unexpected error was encountered while trying to add or update a
volume definition. There may be an accompanying message that gives more information
about any failure. Please check the equivalence name of HSM$MANAGER and redefine as
needed. Also verify that the volume fileis accessible.

YSMJ- | - VOLUVE_CREATED, vol unme vol ume- nane creat ed

Explanation: The volume was successfully created.

Y%SMJ- | - VOLUVE_DELETED, vol ume vol ume- nane del et ed

Explanation: The volume was successfully deleted.
YSMJ W VOLUVE_NF, vol une vol ume- nanme was not found

Explanation: For SMU SET SCHEDULE or SMU RANK, there was an error getting infor-
mation about the online volume. For SMU SET VOLUME/DELETE or SMU SHOW VOL-
UME, areguest we made for a volume that was not found in the volume database. There
may be an accompanying message that gives moreinformation about any failure. Verify that
the online volumes exist and are avail able. Check your configuration and retry the com-
mand.

YSMUJ- | - VOLUVE_UPDATED, vol urme vol une- nane updat ed

Explanation: The volume was successfully updated.

YSMJ F-WRI TERR, fatal error encountered witing database, database-nane

Explanation: An unexpected error was encountered while adding an entry to one of the
SMU database files or the catalog. There may be an accompanying message that gives more
information about any failure. Please check the equivalence names of HSM$MANAGER
and HSM$CATALOG and redefine as needed. Also verify that the catalog and database
files are accessible.
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MDMS Error Messages

This Appendix presents Media and Device M anagement Services for OpenVMS Version 3
(MDMYS) error messages and provides descriptions and User Actions for each.

ABORT request aborted by operator

Explanation: The request issued an OPCOM message that has been aborted by an operator.
This message can a so occur if no terminals are enabled for the relevant OPCOM classes on
the node.

User Action: Either enable an OPCOM terminal, contact the operator and retry
or
no action.

ACCVIO access violation
Explanation: The MDMS software caused an access violation. Thisis aninterna error.

User Action: Provide copies of the MDM S command issued, the database files and the
server’s logfile for further analysis.

ALLOCDRIVEDEYV drive string allocated as device string

Explanation: The named drive was successfully allocated, and the drive may be accessed
with DCL commands using the device name shown.

User Action: None.

ALLOCDRIVE drive string allocated
Explanation: The named drive was successfully allocated.
User Action: None.

ALLOCVOLUME volume string alocated
Explanation: The named volume was successfully alocated.
User Action: None.

APIBUGCHECK internal inconsistency in API

Explanation: The MDMS APl (MDM S$SHR.EXE) detected an inconsistency. Thisisan
internal error.

User Action: Provide copies of the MDM S command issued, the database files and the
server’s logfile for further analysis.

APIUNEXP unexpected error in API string line number
Explanation: The shareable image MDM S$SHR detected an internal inconsi stency.

User Action: Provide copies of the MDM S command issued, the database files and the
server’s logfile for further analysis.
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BINDVOLUME volume string bound to set string

Explanation: The specified volume (or volume set) was successfully bound to the end of
the named volume set.

User Action: None.
BUGCHECK, interna inconsistency
Explanation: The server software detected an inconsistency. Thisis an internal error.

User Action: Provide copies of the MDM S command issued, the database files and the
server’s logfile for further analysis. Restart the server.

CANCELLED, request cancelled by user
Explanation: The request was cancelled by a user issuing a cancel request command.
User Action: None, or retry command.

CONFLITEMS, conflicting item codes specified

Explanation: The command cannot be completed because there are conflicting item codes
in the command. Thisis an internal error.

User Action: Provide copies of the MDM S command issued, the database files and the
server’s logfile for further analysis

CREATVOLUME, volume string created
Explanation: The named volume was successfully created.
User Action: None.
DBLOCACC, local access to database
Explanation: This node has the database files open locally.
User Action: None.
DBRECERR, error string record for string:
Explanation: The search for adatabase server received an error from aremote server.

User Action: Check the logfile on the remote server for more information. Check the logi-
cal name MDM S$DATABASE SERVERS for correct entries of database server node.

DBREMACC, access to remote database server on node string
Explanation: This node has access to a remote database server.
User Action: None.

DBREP, Database server on node string reports:

Explanation: The remote database server has reported an error condition. The next line
contains additional information.

User Action: Depends on the additional information.
DCLARGLSOVR DCL extended status format, argument list overflow

Explanation: During formatting of the extended status, the number of arguments exceeded
the allowable limit.

User Action: Thisisan internal error. Contact Compag.
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DCLBUGCHECK interna inconsistency in DCL
Explanation: You should never seethiserror. Thereisan internal error in the DCL.
User Action: Thisisan internal error. Contact Compag.

DCSCERROR error accessing jukebox with DCSC

Explanation: MDMS encountered an error when performing a jukebox operation. An
accompanying message gives more detail.

User Action: Examine the accompanying message and perform corrective actions to the
hardware, the volume or the database, and optionally retry the operation.

DCSCMSG string

Explanation: Thisisamore detailed DCSC error message which accompanies DCSCER-
ROR.

User Action: Check the DCSC error messagefile.
DECNETLISEXIT, DECnet listener exited

Explanation: The DECnet listener has exited due to an interna error condition or because
the user has disabled the DECNET transport for this node. The DECnet listener isthe
server’s routine to receive requests via DECnet (Phase |V) and DECnet-Plus (Phase V).

User Action: The DECnet listener should be automatically restarted unlessthe DECNET
transport has been disabled for this node. Provide copies of the MDM S command issued,
the database files and the server's logfile for further analysisif the transport has not been

disabled by the user.

DECNETLISRUN, listening on DECnet node string object string

Explanation: The server has successfully started a DECnet listener. Requests can now be
sent to the server via DECnet.

User Action: None.
DEVNAMICM device name item code missing

Explanation: During the allocation of a drive, a drive’s drive name was not returned by the
server. This is an internal error.

User Action: Provide copies of the MDMS command issued, the database files and the
server's logfile for further analysis.

DRIVEEXISTS specified drive already exists
Explanation: The specified drive already exists and cannot be created.

User Action: Use a set command to modify the drive, or create a new drive with a different
name.

DRVACCERR error accessing drive
Explanation: MDMS could not access the drive.

User Action: Verify the VMS device name, node names and/or group names specified in
the drive record. Fix if necessary.

Verify MDMS is running on a remote node. Check status of the drive, correct and retry.
DRVALRALLOC drive is already allocated

Explanation: An attempt was made to allocate a drive that was already allocated.
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User Action: Wait for the drive to become deallocated, or if the driveis alocated to you,
useit.

DRVEMPTY driveisempty

Explanation: The specified drive is empty.

User Action: Check status of drive, correct and retry.
DRVINITERR error initializing drive on platform

Explanation: MDMS could not initialize avolume in adrive.

User Action: There was a system error initializing the volume. Check the log file.
DRVINUSE driveis currently in use

Explanation: The specified drive is already in use.

User Action: Wait for the drive to free up and re-enter command, or try to use another drive.
DRVLOADED driveisalready loaded

Explanation: A drive unload appeared to succeed, but the specified volume was still
detected in the drive.

User Action: Check the drive and check for duplicate volume labels, or if the volume was
reloaded.

DRVLOADING driveis currently being loaded or unloaded

Explanation: The operation cannot be performed because the drive is being |oaded or
unloaded.

User Action: Wait for the drive to become available, or use another drive. If the driveis
stuck in the loading or unloading state, check for an outstanding request on the drive and
cancel it. If all elsefails, manualy adjust the drive state.

DRVNOTALLOC driveis not allocated
Explanation: The specified drive could not be allocated.

User Action: Check again if thedriveisallocated. If itis, wait until it is deallocated. Other-
wise there was some other reason the drive could not be allocated. Check the log file.

DRVNOTALLUSER driveis not allocated to user

Explanation: You cannot perform the operation on the drive because the driveis not allo-
cated to you.

User Action: In some cases you may be able to perform the operation by specifying a user
name. Do that to check if it works or defer the operation.

DRVNOTAVAIL driveis not available on system
Explanation: The specified drive was found on the system, but is not available for use.
User Action: Check the status of the drive and correct.

DRVNOTDEALLOC drive was not dea located
Explanation: MDMS could not deallocate adrive.

User Action: Either the drive was not allocated or there was a system error deall ocating the
drive. Check the log file.
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DRVNOTFOUND drive not found on system
Explanation: The specified drive cannot be found on the system.
User Action: Check that the OpenV M S device name, node names and/or group names are
correct for the drive. Verify MDMS is running on a remote node.
Re-enter command when corrected.
DRVNOTSPEC drive not specified or allocated to volume

Explanation: When loading a volume a drive was not specified, and no drive has been allo-
cated to the volume.

User Action: Retry the operation and specify a drive name.
DRVREMOTE driveisremote
Explanation: The specified drive is remote on anode where it is defined to be local.

User Action: Check that the OpenVM S device name, hode names and/or group names are
correct for the drive. Verify MDMS is running on a remote node. Re-enter command when
corrected.

DRVSINUSE dl drives are currently in use
Explanation: All of the drives matching the selection criteriaare currently in use.
User Action: Wait for adrive to free up and re-enter command.

ERROR error
Explanation: A generd MDMS error occurred.

User Action: Provide copies of the MDM S command issued, the database files and the
server’s logfile for further analysis.

EXECOMFAIL execute command failed, seelog file for more explanation

Explanation: Whiletrying to execute a command during scheduled activities, a system ser-
vice called failed.

User Action: Check the log file for the failure code from the system server call.
FAILALLOCDRYV failed to alocate drive

Explanation: Failed to dlocate drive.

User Action: The previous message is the error that caused the failure.
FAILCONSVRD, failed connection to server via DECnet

Explanation: The DECnet(Phase |V) connection to an MDMS server either failed or could
not be established. See additional message lines and/or check the server’s lodfile.

User Action: Depends on additional information.
FAILCONSVRT, failed connection to server viaTCP/IP

Explanation: The TCP/IP connection to an MDMS server either failed or could not be
established. See additional message lines and/or check the server'slodfile.

User Action: Depends on additional information.
FAILCONSVR, failed connection to server

Explanation: The connection to an MDMS server either failed or could not be established.
See additional message lines and/or check the server'slogfile.
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User Action: Depends on additional information.
FAILDEALLOCDRY failed to deallocate drive

Explanation: Failed to deallocate drive.

User Action: The previous message is the error that caused the failure.
FAILEDMNTVOL failed to mount volume

Explanation: MDM S was unable to mount the volume.

User Action: The error above this contains the error that caused the volume not to be
mounted.

FAILICRES failed item code restrictions

Explanation: The command cannot be completed because there are conflicting item codes
in the command. Thisis an internal error.

User Action: Provide copies of the MDM S command issued, the database files and the
server’s logfile for further analysis.

FAILINIEXTSTAT failed to initialize extended status buffer

Explanation: The API could not initialize the extended status buffer. Thisis an internal
error.

User Action: Provide copies of the MDM S command issued, the database files and the
server’s logfile for further analysis.

FAILURE fatal error

Explanation: The MDMS server encountered afatal error during the processing of a
request.

User Action: Provide copies of the MDM S command issued, the database files and the
server’s logfile for further analysis.

FILOPNERR, file string could not be opened

Explanation: An MDMS database file could not be opened.

User Action: Check the server’s logfile for more information.
FIRSTVOLUME specified volume is first in set

Explanation: The specified volume is the first volume in avolume set.

User Action: You cannot deall ocate or unbind the first volume in avolume set. However,
you can unbind the second volume and then deallocate the first, or unbind and deallocate the
entire volume set.

FUNCFAILED, Function string failed with:

Explanation: Aninternal call to asystem function hasfailed. Thelinesthat appear after this
error message identify the function called and the failure status.

User Action: Depends on information that appears following this message.
ILLEGALOP illegal move operation

Explanation: You attempted to move avolume within a DCSC jukebox, and this is not sup-
ported.

User Action: None.
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INCOMPATOPT incompatible options specified
Explanation: You entered acommand with incompatible options.

User Action: Examine the command documentation and re-enter with allowed combina-
tions of options.

INCOMPATVOL volume isincompatible with volumesin set

Explanation: You cannot bind the volume to the volume set because some of the volume's
attributes are incompatible with the volumes in the volume set.

User Action: Check that the new volume's media type, onsite location and offsite location
are compatible with those in the volume set. Adjust attributes and retry, or use another vol-
ume with compatible attributes.

INSCMDPRIV insufficient privilege to execute request
Explanation: You do not have sufficient privileges to enter the request.

User Action: Contact your system administrator and request additional privileges, or give
yourself privileges and retry.

INSOPTPRIV insufficient privilege for request option

Explanation: You do not have sufficient privileges to enter a privileged option of this
request.

User Action: Contact your system administrator and request additional privileges, or give
yourself privilegesand retry. Alternatively, retry without using the privileged option.

INSSHOWPRIV some volumes not shown due to insufficient privilege
Explanation: Not all volumes were shown because of restricted privilege.

User Action: Noneif you just want to see volumes you own. You heed
MDMS_SHOW_ALL privilege to see al volumes.

INSSVRPRYV insufficient server privileges

Explanation: The MDMS server is running with insufficient privilegesto perform system
functions.

User Action: Refer to the Installation Guide to determine the required privileges. Contact
your system administrator to add these privilegesin the MDM S$SERV ER account.

INTBUFOVR, internal buffer overflow

Explanation: The MDMS software detected an internal buffer overflow. Thisan internal
error.

User Action: Provide copies of the MDM S command issued, the database files and the
server’s logfile for further analysis. Restart the server.

INTINVMSG, internal invalid message

Explanation: Aninvalid message was received by a server. This could be due to a network
problem or, aremote non-MDM S process sending messages in error or, an internal error.

User Action: If the problem persists and no non-MDM S process can be identified then pro-
vide copies of the MDMS command issued, the database files and the server’slogfile for
further analysis.
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INVABSTIME invalid absolute time

Explanation: Theitem list contained an invalid absolute date and time. Time cannot be
earlier than 1-Jan-1970 00: 00: 00 and cannot be greater than 7-Feb-2106 06: 28: 15

User Action: Check that the time is between these two times.
INVALIDRANGE invalid volume range specified
Explanation: The volume range specified isinvalid.

User Action: A volume range may contain up to 1000 volumes, where thefirst 3 characters
must be a phabetic and the last 3 may be alphanumeric. Only the numeric portions may vary
in the range. Examples are ABC0O00-ABC999, or ABCD01-ABCD99.

INVDBSVRLIS, invalid database server search list

Explanation: Thelogical name MDMS$DATABASE_SERVERS containsinvalid network
node names or is not defined.

User Action: Correct the node name(s) in the logical name
MDMS$DATABASE SERVERS in file MDMS$SY STARTURP.COM. Redefine the logical
name in the current system. Then start the server.

INVDELSTATE object isininvalid state for delete

Explanation: The specified object cannot be deleted because its state indicates it is being
used.

User Action: Defer deletion until the object is no longer being used, or otherwise changeits
state and retry.

INVDELTATIME invalid deltatime
Explanation: Theitem list contained an invalid deltatime.
User Action: Check that the item list has a correct deltatime.
INVDFULLNAM, invalid DECnet full name

Explanation: A node full name for a DECnet-Plus (Phase V) node specification has an
invalid syntax.

User Action: Correct the node name and retry.
INVEXTSTS invalid extended status item desc/buffer

Explanation: The error cannot be reported in the extended status item descriptor. This error
can be cause by one of the following: Not being able to read any one of the item descriptors
intheitem list

Not being able to write to the buffer in the extended status item descriptor

Not being able to write to the return length in the extended status item descriptor

Not being able to initialize the extended status buffer

User Action: Check for any of the above errorsin your program and fix the error.
INVITCODE invalid item code for this function

Explanation: Theitem list had an invalid item code. The problem could be one of the
following: Item codes do not meet the restrictions for that function.

An item code cannot be used in this function.
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User Action: Refer to the API specification to find out which item codes are restricted for
each function and which item codes are allowed for each function.

INVITDESC invalid item descriptor, index number

Explanation: The item descriptor isin error. The previous message gives the error.
Included is the index of the item descriptor in the item list.

User Action: Refer to the index number and the previous message to indicate the error and
which item descriptor isin error.

INVITLILENGTH invalid item list buffer length

Explanation: Theitem list buffer length is zero. The item list buffer length cannot be zero
for any item code.

User Action: Refer to the API specification to find an item code that would be used in place
of an item code that has a zero buffer length.

INVMEDIATY PE mediatypeisinvalid or not supported by volume

Explanation: The specified volume supports multiple media types where a single media
typeisrequired, or the volume does not support the specified mediatype.

User Action: Re-enter the command specifying a single media type that is aready sup-
ported by the volume.

INVMSG, invalid message via string

Explanation: Aninvalid message was received MDMS software. This could be dueto a
network problem or, anon-MDMS process sending messages in error or, an internal error.

User Action: If the problem persists and no non-MDMS process can be identified then pro-
vide copies of the MDMS command issued, the database files and the server’slogfile for
further analysis.

INVNODNAM, invalid node name specification

Explanation: A node name for a DECnet (Phase V) node specification has an invalid syn-
tax.

User Action: Correct the node hame and retry.
INVPORTS, invdid port number specification

Explanation: The MDMS server did not start up because the logical name
MDMS$TCPIP_SND_PORTS in file MDMS$SY STARTUP.COM specifiesand illegal
port number range. A legal port number rangeis of the form
"low_port_number-high_port_number".

User Action: Correct the port number range for the logical name
DMS$TCPIP_SND_PORTS in file MDMS$SY STARTUR.COM. Then start the server.

INVPOSITION invalid jukebox position
Explanation: The position specified isinvalid.

User Action: Position isonly valid for jukeboxes with a topology defined. Check that the
position is within the topology ranges, correct and retry. Example: /POSITION=(1,2,1)

INVSELECT invalid selection criteria
Explanation: The selection criteria specified on an allocate command are invalid.

User Action: Check the command with the documentation and re-enter with avalid
combination of selection criteria.
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INVSLOTRANGE invalid slot range

Explanation: The slot range wasinvalid. It must be of the form: 1-100 1,100-200,300-400.
The only characters allowed are:
, (comma), - (dash), and numbers (0-9).

User Action: Check that you are using the correct form.
INVSRCDEST invalid source or destination for move

Explanation: Either the source or destination of a move operation was invalid (does not
exist).

User Action: If the destination isinvalid, enter a correct destination and retry. If asourceis
invalid, either create the source or correct the current placement of the affected volumes or
magazi nes.

INVTFULLNAM, invalid TCP/IP full name
Explanation: A node full name for a TCP/IP node specification has an invalid syntax.
User Action: Correct the node name and retry.

INVTOPOLOGY invalid jukebox topology
Explanation: The specified topology for ajukebox isinvalid.

User Action: Check topology definition; the towers must be sequentially increasing from 0;
there must be aface, level and slot definition for each tower.

Example:

ITOPOLOGY =(TOWER=(0,1,2), FACES=(8,8,8), - LEVELS=(2,3,2),
SLOTS=(13,13,13))

INVVOLPLACE invdid volume placement for operation
Explanation: The volume has an invalid placement for aload operation.
User Action: Re-enter the command and use the move option.
INVVOLSTATE volumein invalid state for operation

Explanation: The operation cannot be performed on the volume because the volume state
does not allow it.

User Action: Defer the operation until the volume changes state. If the volumeis stuck ina
transient state (e.g. moving), check for an outstanding request and cancel it. If al esefails,
manually change the state.

JUKEBOXEXISTS specified jukebox already exists
Explanation: The specified jukebox already exists and cannot be created.

User Action: Use aset command to modify the jukebox, or create a new jukebox with a dif-
ferent name.

JUKENOTINIT jukebox could not beinitialized
Explanation: An operation on ajukebox failed because the jukebox could not beinitialized.

User Action: Check the control, robot name, node name and group name of the jukebox,
and correct as needed. Check access path to jukebox (HSJ etc.), correct as needed. Verify
MDMS s running on aremote node. Then retry operation.
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JUKETIMEOUT timeout waiting for jukebox to become available

Explanation: MDM S timed out waiting for ajukebox to become available. The timeout
vaueis 10 minutes.

User Action: If the jukebox isin heavy use, try again later. Otherwise, check requests for a
hung reguest - cancel it. Set the jukebox state to availableif al elsefails.

JUKEUNAVAIL jukebox is currently unavailable
Explanation: The jukebox is disabled.
User Action: Re-enable the jukebox.
LOCATIONEXISTS specified location aready exists
Explanation: The specified location already exists and cannot be created.

User Action: Use aset command to modify the location, or create anew location with a dif-
ferent name.

LOGRESET, Log file string by string on node string

Explanation: The server logfile has been closed and a new version has been created by a
user.

User Action: None.
MAGAZINEEXISTS specified magazine already exists
Explanation: The specified magazine already exists and cannot be created.

User Action: Use a set command to modify the magazine, or create a new magazine with a
different name.

MBLISEXIT, mailbox listener exited

Explanation: The mailbox listener has exited due to an internal error condition. The mail-
box listener is the server’s routine to receive loca user requests through mailbox
MDMS$SMAILBOX.

User Action: The mailbox listener should be automatically restarted. Provide copies of the
MDM S command issued, the database files and the server's logfile for further analysis.

MBLISRUN, listening on mailbox string logical string

Explanation: The server has successfully started the mailbox listener. MDMS commands
can now be entered on this node.

User Action: None.
MEDIATY PEEXISTS specified mediatype already exists
Explanation: The specified mediatype already exists and cannot be created.

User Action: Use aset command to modify the mediatype, or create anew mediatype with
adifferent name.

MOVEINCOMPL move isincomplete

Explanation: When moving volumes into and out of ajukebox, some of the volumes were
not moved.

User Action: Check that there are enough empty slots in the jukebox when moving in and
retry. On amove out, examine the cause of the failure and retry.
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MRDERROR error accessing jukebox with MRD

Explanation: MDMS encountered an error when performing a jukebox operation. An
accompanying message gives more detail.

User Action: Examine the accompanying message and perform corrective actions to the
hardware, the volume or the database, and optionally retry the operation.

MRDMSG String

Explanation: Thisisamore detailed MRD error message which accompanies MRDER-
ROR.

User Action: Check the MRU error message file.
NOBINDSELF cannot bind avolumeto itself
Explanation: A volume cannot be bound to itself.
User Action: Use another volume.
NOCHANGES no attributes were changed in the database

Explanation: Your set command did not change any attributes in the database because the
attributes you entered were already set to those values.

User Action: Double-check your command, and re-enter if necessary. Otherwise the data-
base is already set to what you entered.

NOCHECK drive not accessible, check not performed

Explanation: The specified drive could not be physically accessed and the label check was
not performed. The displayed attributes are taken from the database.

User Action: Verify the VMS device name, node name or group name in the drive object.
Check availability on system.

Verify MDMS is running on aremote node. Determine the reason the drive was not accessi-
ble, fix it and retry.

NODEEXISTS specified node already exists
Explanation: The specified node already exists and cannot be created.

User Action: Use a set command to modify the node, or create a new node with a different
name.

NODENOPRIV, node is not privileged to access database server

Explanation: A remote server access failed because the user making the DECnet(Phase 1V)
connection isnot MDM S$SERVER or the remote port number is not less than 1024.

User Action: Verify with DCL command SHOW PROCESS that the remote MDM S server
is running under a username of MDM S$SERV ER and/or, verify that logical name
MDMS$TCPIP_SND_PORTS on the remote server node specifies a port number range
between 0-1023.

NODENOTENA, node not in database or not fully enabled

Explanation: The server was not allowed to start up because there is no such node object in
the database or its node object in the database does not specify all network full names cor-
rectly.

User Action: For anode running DECnet (Phase V) the node name has to match logical
name SY S$NODE on that node.
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For a node running DECnet-Plus (Phase V) the node’'s DECNET_PLUS FULLNAME has
to match the logical name SY SSNODE_FULLNAME on that node. For a node running
TCP/IP the node’'s TCPIP_FULLNAME has to match the full name combined from logical
names *INET_HOST and *INET_DOMAIN.

NODENOTINDB, no node object with string name string in database

Explanation: The current server could not find a node object in the database with a match-
ing DECnet (Phase |V) or DECnet-Plus (Phase V) or TCP/IP node full name.

User Action: Use SHOW SERVER/NODES=(...) to see the exact naming of the server’s net-
work names. Correct the entry in the database and restart the server.

NODRIVES no drives match selection criteria

Explanation: When allocating a drive, none of the drives match the specified selection
criteria.

User Action: Check spelling and re-enter command with valid selection criteria.
NODRVACC, accessto drive disallowed

Explanation: You attempted to allocate, load or unload a drive from a node that is not
allowed to accessit.

User Action: Theaccessfieldin the drive object allowslocal, remote or all access, and your
attempted access did not conform to the attribute. Use another drive.

NODRV SAVAIL no drives are currently available

Explanation: All of the drives matching the selection criteria are currently in use or other-
wise unavailable.

User Action: Check to seeif any of the drives are disabled or inaccessible. Re-enter com-
mand when corrected.

NOJUKEACC, access to jukebox disallowed
Explanation: You attempted to use a jukebox from anode that is not allowed to accessit.

User Action: The access field in the jukebox object allowslocal, remote or all access, and
your attempted access did not conform to the attribute. Use another jukebox.

NOJUKESPEC jukebox required on vision option

Explanation: The jukebox option is missing on a create volume request with the vision
option.

User Action: Re-enter the request and specify a jukebox name and slot range.
NOMAGAZINES no magazines match selection criteria

Explanation: On a move magazine request using the schedul e option, no magazines were
scheduled to be moved.

User Action: None.
NOMAGSMOVED no magazines were moved

Explanation: No magazines were moved for a move magazine operation. An accompany-
ing message gives a reason.

User Action: Check the accompanying message, correct and retry.
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NOMEDIATY PE no media type specified when required

Explanation: An allocation for avolume based on node, group or location also requires the
media type to be specified.

User Action: Re-enter the command with a media type specification.
NOMEMORY not enough memory
Explanation: The MDM S server failed to allocate enough memory for an operation.
User Action: Shut down the MDMS server and restart. Contact Compag.
NOOBJECTS no such objects currently exist
Explanation: On a show command, there are no such objects currently defined.
User Action: None.
NOPARAM required parameter missing
Explanation: A required input parameter to arequest or an API function was missing.

User Action: Re-enter the command with the missing parameter, or refer to the APl specifi-
cation for required parameters for each function.

NORANGESUPRP, slot or space ranges not supported with volset option

Explanation: On aset volume, you entered the volset option and specified either a slot
range or space range.

User Action: If you want to assign slots or spaces to volumes directly, do not use the vol set
option.

NORECVPORTS, no available receive port numbers for incoming connections

Explanation: The MDMS could not start the TCP/IP listener because none of the receive
ports specified with thisnode's TCPIP_FULLNAME are currently available.

User Action: Use a suitable network utility to find a free range of TCP/IP ports which can
be used by the MDM S server.

Usethe MDMS SET NODE command to specify the new range with the
/TCPIP_FULLNAME then restart the server.

NOREMCONNECT, unable to connect to remote node

Explanation: The server could not establish a connection to aremote node. See the server’s
logfile for more information.

User Action: Depends on information in the logfile.
NOREQUESTS no such requests currently exist
Explanation: No requests exist on the system.
User Action: None.
NORESEFN, not enough event flags
Explanation: The server ran out of event flags. Thisisan internal error.

User Action: Provide copies of the MDM S command issued, the database files and the
server’s logfile for further analysis. Restart the server.

NOSCRATCH scratch loads not supported for jukebox drives

Explanation: You attempted aload drive command for a jukebox drive.
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User Action: Scratch loads are not supported for jukebox drives. You must use the load vol-
ume command to load volumes in jukebox drives.

NOSENDPORTS, no available send port numbers for outgoing connection

Explanation: The server could not make an outgoing TCP/IP connection because none of
the send ports specified for the rangein logical name MDMS$TCPIP_SND_PORTS are
currently available.

User Action: Use asuitable network utility to find a free range of TCP/IP ports which can
be used by the MDMSS server.

Change the logical name MDMS$TCPIP_SND_PORTS in file MDM S$SY STAR-
TUPCOM. Then restart the server.

NOSLOT not enough dlots defined for operation

Explanation: The command cannot be completed because there are not enough slots speci-
fied in the command, or because there are not enough empty slotsin the jukebox.

User Action: If the jukebox is full, move some other volumes out of the jukebox and retry.
If there are not enough slots specified in the command, re-enter with alarger slot range.

NOSTATUS, no status defined
Explanation: An uninitialized status has been reported. This an interna error.

User Action: Provide copies of the MDM S command issued, the database files and the
server’s logfile for further analysis.

NOSUCHDEST specified destination does not exist

Explanation: In amove command, the specified destination does not exist.

User Action: Check spelling or create the destination as needed.
NOSUCHDRIVE specified drive does not exist

Explanation: The specified drive does not exist.

User Action: Check spelling or create drive as needed.
NOSUCHGROUP specified group does not exist

Explanation: The specified group does not exist.

User Action: Check spelling or create group as needed.
NOSUCHINHERIT specified inherited object does not exist

Explanation: On acreate of an object, the object specified for inherit does not exist.

User Action: Check spelling or create the inherited object as needed.
NOSUCHJUKEBOX specified jukebox does not exist

Explanation: The specified jukebox does not exist.

User Action: Check spelling or create jukebox as needed.
NOSUCHLOCATION specified location does not exist

Explanation: The specified location does not exist.

User Action: Check spelling or create location as needed.
NOSUCHMAGAZINE specified magazine does not exist

Explanation: The specified magazine does not exist.
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User Action: Check spelling or create magazine as needed.
NOSUCHMEDIATY PE specified media type does not exist

Explanation: The specified media type does not exist.

User Action: Check spelling or create mediatype as needed.
NOSUCHNODE specified node does not exist

Explanation: The specified node does not exist.

User Action: Check spelling or create node as needed.
NOSUCHOBJECT specified object does not exist

Explanation: The specified object does not exist.

User Action: Check spelling or create the object as needed.
NOSUCHPOOL specified pool does not exist

Explanation: The specified pool does not exist.

User Action: Check spelling or create pool as needed.
NOSUCHREQUESTID specified request does not exist

Explanation: The specified request does not exist on the system.

User Action: Check the request id again, and re-enter if incorrect.
NOSUCHUSER no such user on system

Explanation: The username specified in the command does not exist.

User Action: Check spelling of the username and re-enter.
NOSUCHVOLUME specified volume(s) do not exist

Explanation: The specified volume or volumes do not exist.

User Action: Check spelling or create volume(s) as needed.
NOSVRACCOUNT, username string does not exist

Explanation: The server cannot startup because the username MDM S$SERVER s not
defined in file SY SUAF.DAT.

User Action: Enter the username of MDM S$SERVER (see Install ation manual for account
details) and then start the server.

NOSVRMB, no server mailbox or server not running

Explanation: The MDMS server is not running on this node or the server is not servicing
the mailbox vialogical name MDM S$SMAILBOX.

User Action: Use the MDM S$STARTUP procedure with parameter RESTART to restart
the server. If the problem persists, check the server’slogfile and file SY SEBMAN-
AGER:MDMS$SERVER.LOG for more information.

NOTALLOCUSER volume is not allocated to user

Explanation: You cannot perform the operation on the volume because the volume is not
allocated to you.

User Action: Either use another volume, or (in some cases) you may be able to perform the
operation specifying a user name.
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NOUNALLOCDRYV no unallocated drives found for operation

Explanation: On an initialize volumereguest, MDMS could not |ocate an unallocated drive
for the operation.

User Action: If you had allocated a drive for the operation, deallocate it and retry. If all
drives are currently in use, retry the operation later.

NOVOLSMOVED no volumes were moved

Explanation: No volumes were moved for amove volume operation. An accompanying
message gives a reason.

User Action: Check the accompanying message, correct and retry.
NOVOL SPROC no volumes were processed
Explanation: In acreate, set or delete volume command, no volumes were processed.
User Action: Check the volume identifiers and re-enter command.
NOVOLUMES no volumes match selection criteria
Explanation: When allocating avolume, no volumes match the specified selection criteria

User Action: Check the selection criteria. Specifically check the relevant volume pool. If
free volumes are in avolume pool, the pool name must be specified in the allocation
reguest, or you must be a default user defined in the pool. You can re-enter the command
specifying the volume pool as long as you are an authorized user. Also check that newly-
created volumes are in the FREE state rather than the UNITIALIZED state.

OBJECTEXISTS specified object already exists
Explanation: The specified object already exists and cannot be created.

User Action: Use a set command to modify the object, or create a new object with a differ-
ent name.

OBJINOTEXIST referenced object | AZ does not exist

Explanation: When attempting to alocate a drive or volume, you specified a selection
object that does not exist.

User Action: Check spelling of selection criteria objects and retry, or create the object in the
database.

PARTIALSUCCESS some volumes in range were not processed

Explanation: On acommand using avolume range, some of the volumes in the range were
not processed.

User Action: Verify the state of all objectsin the range, and issue corrective commands if
necessary.

POOL EXISTS specified pool aready exists
Explanation: The specified pool already exists and cannot be created.

User Action: Use a set command to modify the pool, or create a new pool with a different
name.

QUEUED operation is queued for processing
Explanation: The asynchronous request you entered has been queued for processing.

User Action: You can check on the state of the request by issuing a show requests com-
mand.
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RDFERROR error allocating or deallocating RDF device

Explanation: During an alocation or deallocation of adrive using RDF, the RDF software
returned an error.

User Action: The error following this error is the RDF error return.
SCHEDUL ECONFL schedule qualifier and novolume qualifier are incompatible

Explanation: The/SCHEDULE and /NOVOLUME qualifiers are incompatible for this
command.

User Action: Usethe/SCHEDULE and /VOLSET qualifiers for this command.
SCHEDVOL CONFL schedule qualifier and volume parameter are incompatible

Explanation: The/SCHEDULE and the volume parameter are incompatible for this com-
mand.

User Action: Usethe/SCHEDULE qualifier and leave the volume parameter blank for this
command.

SETLOCALEFAIL an error occurred when accessing locale information
Explanation: When executing the SETLOCALE function an error occurred.
User Action: A user should not see this error.

SNDMAILFAIL send mail failed, see log file for more explanation

Explanation: While sending mail during the scheduled activities, a call to the mail utility
failed.

User Action: Check the log file for the failure code from the mail utility.
SPAWNCMDBUFOVR spawn command buffer overflow

Explanation: During the mount of avolume, the spawned mount command was too long
for the buffer. Thisisan internal error.

User Action: Provide copies of the MDM S command issued, the database files and the
server’s logfile for further analysis.

SVRBUGCHECK internal inconsistency in SERVER
Explanation: You should never seethis error. Thereisan internal error.

User Action: Provide copies of the MDM S command issued, the database files and the
server’s logfile for further analysis. Restart the server.

SVRDISCON, server disconnected

Explanation: The server disconnected from the request because of a server problem or a
network problem.

User Action: Check the server’slogfile and file SY SSMANAGER:MDMS$SERVER.LOG
for more information. Provide copies of the MDM S command issued, the database files and
the server’s logfile for further analysis.

SVREXIT, server exited
Explanation: Server exited. Check the server logfile for more information.

User Action: Depends on information in the logfile.
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SVRLOGERR, server logged error

Explanation: The server failed to execute the request. Additional information isin the
server's logfile.

User Action: Depends on information in the logfile.
SVRRUN, server aready running
Explanation: The MDMS server is aready running.

User Action: Usethe MDM S$SHUTDOWN procedure with parameter RESTART to
restart the server.

SVRSTART, Server stringnumber.number-number started
Explanation: The server has started up identifying its version and build number.
User Action: None.

SVRTERM, Server terminated abnormally

Explanation: The MDMS server was shut down. This could be caused by anormal user
shutdown or it could be caused by an internal error.

User Action: Check the server’s logfile for more information. If the logfile indicates an
error has caused the server to shut down then provide copies of the MDM S command
issued, the database files and the server’s logfile for further analysis.

SVRUNEXP, unexpected error in SERVER string line number
Explanation: The server software detected an internal inconsistency.

User Action: Provide copies of the MDM S command issued, the database files and the
server’s logfile for further analysis.

TCPIPLISEXIT, TCP/IP listener exited

Explanation: The TCP/IP listener has exited due to an internal error condition or because
the user has disabled the TCPIP transport for this node. The TCP/IP listener isthe server's
routine to receive requests via TCP/IP.

User Action: The TCP/IP listener should be automatically restarted unless the TCPIP trans-
port has been disabled for this node. Provide copies of the MDMS command issued, the
database files and the server’slogfile for further analysisif the transport has not been dis-
abled by the user.

TCPIPLISRUN, listening on TCP/IP node string port string

Explanation: The server has successfully started a TCP/IP listener. Requests can now be
sent to the server via TCP/IP.

User Action: None.
TOOLARGE, entry istoo large

Explanation: Either entries cannot be added to alist of an MDM S object or existing entries
cannot be renamed because the maximum list size would be exceeded.

User Action: Remove other elements from list and try again.
TOOMANY SORT S too many sort qualifiers, use only one
Explanation: When you specify more than one field to sort on.

User Action: Specify only one field to sort on.
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TOOMANY too many objects generated
Explanation: You attempted to perform an operation that generated too many objects.

User Action: Thereisalimit of 1000 objects that may be specified in any volume range,
slot range or space range.

Re-enter command with avalid range.
UNDEFINEDREFS object contains undefined referenced objects
Explanation: The object being created or modified has references to undefined objects.

User Action: Thisallows objects to be created in any order, but some operations may not
succeed until the objects are defined. Show the object and verify the spelling of all refer-
enced objects or create them if not defined.

UNSUPPORTED1, unsupported function string
Explanation: You attempted to perform an unsupported function.
User Action: None.

UNSUPPORTED unsupported function
Explanation: You attempted to perform an unsupported function.
User Action: None.

UNSUPRECVER, unsupported version for record string in database string

Explanation: The server has detected unsupported records in adatabase file. These records
will be ignored.

User Action: Consult the documentation about possible conversion procedures provided for
thisversion of MDMS.

USERNOTAUTH user is not authorized for volume pool

Explanation: When allocating a volume, you specified a pool for which you are not autho-
rized.

User Action: Specify a pool for which you are authorized, or add your name to the list of
authorized users for the pool.

Make sure the authorized user includes the node name or group name in the pool object.
VISIONCONFL vision option and volume parameter are incompatible

Explanation: You attempted to create volumes with the vision option and the volume
parameter. Thisis not supported.

User Action: Thevision option is used to create volumes with the volume identifiers read
by the vision system on a jukebox.

Re-enter the command with either the vision option (specifying jukebox and slot range), or
with volume identifier(s), but not both.

VOLALRALLOC specified volume is already allocated
Explanation: You attempted to allocate a volume that is already all ocated.
User Action: Use another volume.

VOLALRINIT volume s aready initialized and contains data

Explanation: When initiaizing avolume, MDMS detected that the volume is aready
initialized and contains data.
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User Action: If you are sure you still want to initialize the volume, re-enter the command
with the overwrite option.

VOLIDICM, volume ID code missing
Explanation: The volume ID ismissing in arequest.
User Action: Provide volume ID and retry request
VOLINDRV volumeis currently in adrive

Explanation: When allocating a volume, the volumeis either moving or in adrive, and
nopreferred was specified.

User Action: Wait for the volume to be moved or unloaded, or use the preferred option.
VOLINSET volumeis already bound to avolume set

Explanation: You cannot bind this volume because it is already in avolume set and is not
the first volume in the set.

User Action: Use another volume, or specify the first volume in the volume set.
VOLLOST volume location is unknown
Explanation: The volume’s location is unknown.

User Action: Check if the volume's placement isin amagazine, and if so if the magazineis
defined. If not, create the magazine. Also check the magazine's placement.

VOLMOVING volume is currently being moved

Explanation: In amove, load or unload command, the specified volumeis aready being
moved.

User Action: Wait for volume to come to a stable placement and retry. If the volumeis
stuck in the moving placement, check for an outstanding request and cancel it. If all else
fails, manually change volume state.

VOLNOTALLOC specified volume is not allocated
Explanation: You attempted to bind or deallocate a volume that is not allocated.

User Action: None for dedlocate. For bind, allocate the volume and then bind it to the set,
or use another volume.

VOLNOTBOUND volume is not bound to a volume set
Explanation: You attempted to unbind a volume that is not in avolume set.
User Action: None.
VOLNOTINJUKE volumeis not in ajukebox
Explanation: When loading a volume into a drive, the volume isnot in a jukebox.

User Action: Use the move option and retry the load. This will issue OPCOM messages to
move the volume into the jukebox.

VOLNOTLOADED the volumeisnot loaded in adrive
Explanation: On an unload request, the volume is not recorded as loaded in adrive.

User Action: If thevolumeisnotin adrive, none. If it is, issue an unload drive command to
unload it.
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VOLONOTHDRYV volumeis currently in another drive
Explanation: When loading a volume, the volume was found in another drive.
User Action: Wait for the volume to be unloaded, or unload the volume and retry.
VOLSALLOC String volumes were successfully allocated

Explanation: When attempting to alocate multiple volumes using the quantity option,
some but not all of the requested quantity of volumes were allocated.

User Action: See accompanying message asto why not all volumes were alocated.
VOLUMEEXISTS specified volume(s) already exist
Explanation: The specified volume or volumes already exist and cannot be created.

User Action: Use a set command to modify the volume(s), or create new volume(s) with
different names.

VOLWRTLCK volume loaded with hardware write-lock

Explanation: The requested volume was loaded in adrive, but is hardware write-locked
when write access was requested.

User Action: If you need to write to the volume, unload it, physically enable it for write,
and re-load it.

WRONGVOLUME wrong volume is loaded in drive
Explanation: On aload volume command, MDM Sloaded the wrong volumeinto the drive.

User Action: Check placement (jukebox, slot etc.) of both the volume in the drive and the
requested volume. Modify records if necessary. Unload volume and retry.
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C

Differences Between MDMS Version 2
and MDMS Version 3

This Appendix addresses differences between MDMS Version 2 and MDMS Version 3 (V3.0
and later). It describes differences in command syntax, software features replacing the MDM S
User, Operator, and Administrator interfaces, and features replacing the TAPESTART.COM
command procedure.

C.1 Comparing STORAGE and MDMS Commands

For MDMS version 3.0 and later, the MDM S command set replaces the STORAGE command
set. Table C—1compares the STORAGE command set with MDMS commands.

Table C-1 Comparing MDMS Version 2 and Version 3 Commands

MDMS Version 2 Commands...

MDMS Version 3 Commands...

STORAGE ADD DRIVE

MDMS SET DRIVE/ENABLED

STORAGE ADD MAGAZINE

MDMS CREATE MAGAZINE

STORAGE ADD VOLUME MDMS CREATE VOLUME
STORAGE APPEND MDMS BIND VOLUME
STORAGE BIND MDMS MOVE VOLUME
STORAGE CREATE LABEL No equivalent feature
STORAGE EXPORT ACS MDMS MOVE VOLUME
STORAGE EXPORT CARTRIDGE MDMS MOVE VOLUME

STORAGE EXPORT MAGAZINE

MDMS MOVE MAGAZINE

STORAGE IMPORT ACS

MDMS MOVE VOLUME

STORAGE IMPORT CARTRIDGE

MDMS MOVE VOLUME

STORAGE IMPORT MAGAZINE

MDMS MOVE MAGAZINE

STORAGE INVENTORY ACS

MDMS INVENTORY JUKEBOX

STORAGE INVENTORY JUKEBOX

MDMS INVENTORY JUKEBOX

STORAGE LABEL No equivalent feature
STORAGE LOAD MDMS LOAD DRIVE

MDMS LOAD VOLUME
STORAGE RELEASE MDMS SET VOLUME /RELEASE
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C.2 MDMS V2 Forms Interface Options

Table C-1 Comparing MDMS Version 2 and Version 3 Commands

STORAGE REMOVE DRIVE

MDMS SET DRIVE/DISABLED

STORAGE REMOVE MAGAZINE

MDMS DELETE MAGAZINE

STORAGE REMOVE VOLUME MDMS DELETE VOLUME

STORAGE REPORT SLOT MDMS REPORT VOLUME SPACES/SORT
STORAGE REPORT VOLUME MDMS REPORT VOLUME

STORAGE SELECT MDMS ALLOCATE DRIVE

STORAGE SET VOLUME MDMS SET VOLUME

STORAGE SHOW JUKEBOX MDMS SHOW JUKEBOX

STORAGE SHOW LAST_ALLOCATED

No equivalent feature

STORAGE SHOW MAGAZINE

MDMS SHOW MAGAZINE

STORAGE SHOW VOLUME

MDMS SHOW VOLUME

STORAGE SPLIT

MDMS UNBIND VOLUME

STORAGE UNBIND

MDMS MOVE VOLUME

STORAGE UNLOAD DRIVE

MDMS UNLOAD DRIVE

STORAGE UNLOAD VOLUME

MDMS UNLOAD VOLUME

C.2 MDMS V2 Forms Interface Options

The MDMS Version 2 forms interface provides features that are not found in the command set.
This section compares the features of the three forms interfaces with MDMS Version 3

commands.

Table C-2 Comparing MDMS V2 Forms and MDMS V3 Features

MDMS Version 2 Forms Features...

MDMS Version 3 Features...

SLSUSER Menu COMMANDS Section
Show Volume

Deallocate Volume

Modify Scratch Date

Modify Volume Note

DCL Storage Command

MDMS SHOW VOLUME

MDMS DEALLOCATE VOLUME
MDMS SET VOLUME/SCRATCH_DATE
MDMS SET VOLUME/DESCRIPTION
MDMS commands

SLSUSER Menu REPORTS Section
All Owned Volumes
Volumes by Scratch Date

MDMS REPORT VOLUME/USER
MDMS REPORT VOLUME/FORECAST

SLSOPER Menu COMMANDS Section
Release Volumes

MDMS SET VOLUME/RELEASE

Update Clean Data
Initialize Volumes

DCL Storage Command
Delete User Histories
Tapejuke Initialize Volume

None

MDMS INITIALIZE VOLUME
All MDM S Commands

None

MDMS INITIALIZE VOLUME
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Table C-2 Comparing MDMS V2 Forms and MDMS V3 Features

SLSOPER Menu MENUS Section
Maintenance Option

Add Volume

Add Volume Series

Remove Volume

Show Volume

Modify Volume

Modify Volume Series

Add Slot Definitions

Remove Slot Definitions

MDMS CREATE VOLUME
MDMS CREATE VOLUME
MDMS DELETE VOLUME
MDMS SHOW VOLUME

MDMS SET VOLUME

MDMS SET VOLUME

MDMS SET LOCATION /SPACES
MDMS SET LOCATION /SPACES

Generate Volume Report MDMS REPORT VOLUME
SLSOPER Menu MENUS Section

Vault Management Option

Change to Onsite MDMS MOVE VOLUME
Change to Offsite MDMS MOVE VOLUME
Mass Movement MDMS MOVE VOLUME
Change Onsite Date MDMS SET VOLUME
Change Offsite Date MDMS SET VOLUME
Volumes Offsite MDMS REPORT VOLUME
Volumes to go Offsite MDMS REPORT VOLUME
Volumes to come Onsite MDMS REPORT VOLUME
Vault Profile Report MDMS REPORT VOLUME
Change Name for Current Process (Vault) MDMS SET VOLUME
SLSOPER Menu MENUS Section

Standby Archive None

SYSCLN

SLSOPER Menu MENUS Section
ACS Management Option
Inventory Volume Series

Import VVolume(s)

Initialize Volume Series

Load Volume Onto Drive

Unload Drive

Unload Volume

Export VVolume(s)

MDMS INVENTORY JUKEBOX
MDMS MOVE VOLUME

MDMS INITIALIZE VOLUME
MDMS LOAD VOLUME or DRIVE
MDMS UNLOAD DRIVE

MDMS UNLOAD VOLUME
MDMS MOVE VOLUME

SLSOPER Menu REPORTS Section
Free Volumes

Allocated Volumes

Down Volumes

Volumes in Transition

Volumes Due for Allocation
Volumes Due for Cleaning

Quantity Control

MDMS REPORT VOLUME

SLSOPER Menu MISC Section
Repair Tape Jukebox Volume State

MDMS SET VOLUME

SLSMGR Menu
Exit

None

Volume Pool Authorization
Database Access Authorization
HELP Screen for Keypad Definitions

MDMS CREATE or SET POOL
MDMS Rights
None
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C.3 TAPESTART.COM Command Procedure
The command procedure TAPESTART.COM is no longer used. shows TAPESTART.COM

symbols and the comparabl e features of the MDM S Version 3.

Table C-3 Comparison of TAPESTART.COM to MDMS Version 3 Features.

TAPESTART.COM Feature...

MDMS Version 3 Feature...

PRIMAST symbol

MDMS$SY STARTUP.COM symbol
MDMS$DATABASE_LOCATION

NET_REQUEST TIMEOUT symbol

Domain object record network timeout attribute

NODE symbol Node object record for each node
Media Triplet Media type object record,

MTY PE_n symbol name attribute,

DENS _n symbol density attribute,

DRIVES n symbol

Drive object record media types attribute

TAPE_JUKEBOXES symbol
USER_DEFINED_NAME_n symbol
(including the jukebox and drive device names)

All jukebox object records

Jukebox object record name attribute,
robot attribute,

Drive object record jukebox attribute

MGRPRI symbol

Domain object record priority attribute

VERBOSE symbol

Thereis no equivalent feature

Software Privileges
PRIV_SEEANY symbol
PRIV_MODANY symbol
PRIV_MAXSCR symbol
PRIV_LABEL symbol
PRIV_CLEAN symbol
PRIV_MODOWN symbol

MDMS rights do not map directly. See Command
Reference Guide for descriptions for setting
MDMS rights.

Operator Termina Controls

Thereis no equivaent feature

LOC symbol

Domain object record onsite location attribute

PROTECTION symbol

Domain object record protection attribute

ALLOCSIZE symbol

Thereis no equivalent feature

LBL symbol

Thereis no equivalent feature

FRESTA symbol

Domain object record transition time attribute.
When it has no value, volumes transition to the
free state when the scratch date arrives.

TRANS_AGE symbol

Domain object record transition time attribute.
When it has avaue, volumes transition to the
transition state when the scratch date arrives.

ALLOCSCRATCH symbol

Domain object record scratch time attribute

MAXSCRATCH symbol

Domain object record maximum scratch time
attribute

TAPEPURGE_WORK symbol

Domain object record mail users attribute

TAPEPURGE_MAIL symbol

Domain object record mail users attribute
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Table C-3 Comparison of TAPESTART.COM to MDMS Version 3 Features.

VLT symbol Domain object record offsite location attribute
Drive Controls No equivalent features

ALLDEV symbol

SELDEV symbol

ALLTIM symbol No equivalent feature

TOPERS symbol Domain object record OPCOM classes attribute
LOAD symbols No equivalent features

QUICKLOAD symbol
QUICKLOAD_RETRIES symbol

UNATTENDED_BACKUPS symbol No equivalent features
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Sample Configuration of MDMS

This appendix shows a sample configuration of Media and Device Management System
(MDMS) including examples for the steps involved.

D.1 Configuration Order

Configuration - which involves the creation or definition of MDM S objects, should take placein
the following order:

Location

Mediatype

Node

Jukebox

Drives

Pools

N o g &~ w D PRE

Volumes

Creating these objectsin the above order ensures that the following informational message, does
not appear:

%VDIVS- | - UNDEFI NEDREFS, obj ect contai ns undefined referenced objects

This message appearsif an attribute of the object is not defined in the database. The object is
created even though the attribute is not defined. The sample configuration consists of the
following:

*  Four nodes

SM TH1L - ACCOUN cl uster node
SM TH2 - ACCOUN cl uster node
SM TH3 - ACCOUN cl ust er node
JONES - a client node

e TL826 Jukebox with robot $1$DUA560 and the following six drives:

$1$MUA560
$1SMUAS61
$1$MUAS62
$1$MUAS63
$1$MUAS64
$1$MUAS65
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The following examplesillustrate each step in the order of configuration.
D.1.1 Configuration Step 1 Example - Defining Locations

Thisexample lists the MDM S commands to define an offsite and onsite location for this domain.

|
! create onsite location
|

LR

$ MDMS CREATE LOCATI ON BLD1_COVPUTER _ROOM -
/ DESCRI PTI ON="Bui | ding 1 Conputer Rooni
$ MDMS SHOW LOCATI ON BLD1_COVPUTER_ROOM
Location: BLD1_COVPUTER ROOM
Description: Building 1 Conputer Room
Spaces:
I'n Location:
!
!
!

create offsite location

LR

$ MDMS CREATE LOCATI ON ANDYS_STORAGE -
/ DESCRI PTI ON="Andy’s Offsite Storage, corner of 5th and Min"
$ MDMS SHOW LOCATI ON ANDYS_STORAGE
Location: ANDYS_STORAGE
Description: Andy’'s Ofsite Storage, corner of 5th and Main
Spaces:
I'n Location:

D.1.2 Configuration Step 2 Example - Defining Media Type

This example shows the MDM S command to define the media type used in the TL826.

!
$ ! create the nedia type
$ !
$ MDMS CREATE MEDI A_TYPE TK88K -
/ DESCRI PTI ON="Medi a type for volunmes in TL826 with TK88 drives" -
/ COVPACTI ON I volunes are witten in conmpacti on node
$ MDMS SHOW MEDI A_TYPE TK88K
Medi a type: TK88K
Description: Media type for volunes in TL826 with TK88 drives
Density:
Conpaction: YES
Capacity: O
Length: 0

D.1.3 Configuration Step 3 Example - Defining Domain Attributes

This example shows the MDM S command to set the domain attributes. The reason this
command is not run until after the locations and mediatype are defined, is because they are
default attributes for the domain object. Note that the deallocation state (transition) istaken as
the default. All of the rights are taken as default al so.

$ !
$ ! set up defaults in the domain record
$ !
$ MDMS SET DOVAIN -
/ DESCRI PTI ON="Sni t hs Accounting Domain" - ! dommin name
/ MEDI A_TYPE=TK88K - | default nmedia type
| OFFSI TE_LOCATI ON=ANDYS_STORAGE - ! default offsite location
/ ONSI TE_LOCATI ON=BLD1_COVPUTER _ROOM - ! default onsite location
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/ PROTECTI ON=(S: RWO RW G RW W
$ MDMS SHOW DOVAI N/ FULL
Smiths Accounting Domai n

Descri ption:

Mai | :

Offsite Location:
Onsite Location:
Def. Media Type:
Deal | ocate State:
Opcom Ol ass:
Priority:

Request I D:
Protection:

DB Server Node:
DB Server Date:
Max Scratch Tine:
Scratch Tine:
Transition Tine:
Net wor k Ti neout :

ABS Ri ghts:
SYSPRIV Ri ghts:
Application Rights:

Default Rights:
Ri ght s:

Oper at or

User

Ri ght s:

SYSTEM
ANDYS_STCRAGE
BLD1_COVPUTER_ROOM
TK88K
TRANSI TI ON
TAPES
1536
2576
S: RW O RW G RW W
SPI ELN
1- FEB- 1999 08: 18: 20
NONE
365 00: 00: 00
14 00: 00: 00
0 00: 02: 00
NO
YES
MDMVB_ASS! ST
MDVS_LOAD_SCRATCH
MDVS_ALLOCATE_OWN
MDVB_ALLOCATE_POOL
MDVB_BI ND_OWN
MDMVS_CANCEL_OAN
MDVS_CREATE_POOL
MDVS_DEALLOCATE_OWN
MDVS_DELETE_POOL
MDVS_LOAD_OWN
MDVE_MOVE_OWN
MDVB_SET_OAN
MDVB_SHOW OWN
MDVB_SHOW POOL
MDVS_UNBI ND_OAK
MDVS_UNLOAD_OAN

MDVS_ALLOCATE_ALL
MDVB_ASS! ST

MDVB_BI ND_ALL
MDVS_CANCEL_ALL
MDVS_DEALLOCATE_ALL
MDVB_I NI TI ALI ZE_ALL
MDVB_I NVENTORY_ALL
MDMVS_LOAD ALL
MDVB_MOVE_ALL
MDVB_SHOW ALL
MDVS_SHOW RI GHTS
MDVS_UNBI ND_ALL
MDVS_UNLOAD_ALL
MDVB_CREATE_POOL
MDVS_DELETE_POOL
MDMVB_SET_OAN
MDMVB_SET_POOL
MDVB_ASSI ST
MDVBS_ALLOCATE_OWN
MDVB_ALLOCATE_POOL
MDVB_BI ND_OWN
MDMVS_CANCEL_OAN
MDVS_DEALLOCATE_OWN
MDVS_LOAD_OWN
MVDVB_SHOW OWN
MDVB_SHOW POOL
MDVS_UNBI ND_OAN
MDVE_UNLOAD_OAN
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| default protection for vol unes
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D.1.4 Configuration Step 4 Example - Defining MDMS Database Nodes

This example shows the MDM S commands for defining the three MDM S database nodes of the
cluster ACCOUN. Thiscluster is configured to use DECnet-PLUS.

Note that anode is defined using the DECnet node hame as the name of the node.

+ If the node has DECnet-PLUS installed, the DECnet Fullname attribute must be the DEC-
net-PLUS full name.
* If the node uses TCP/IP, the TCP/IP attribute should be defined.

* If you use the GUI, you must define the TCP/IP attribute and include TCPIP in the Trans-

ports attribute.

!
! create nodes
! dat abase node

$
$
$
$ MDMS CREATE NODE SM TH1 - !

DECnet node nane

/ DESCRI PTI ON=" ALPHA node on cl uster ACCOUN' -

/| DATABASE_SERVER - !
/ DECNET_FULLNAME=SM : . BLD. SM TH1 - !
/ LOCATI ON=BLD1_COVPUTER_ROOM -
/ TCPI P_FULLNAME=SM TH1. SM . BLD. COM - !
$ MDMS SHOW NODE SM TH1
Node: SM TH1
Descri ption:
DECnet Ful | nane:
TCP/ I P Ful | nane:
Di sabl ed:
Dat abase Server:
Locati on:
Opcom Cl asses: TAPES
Transports: DECNET, TCPIP
$ MDMS CREATE NODE SM TH2 - !

SM : . BLD. SM TH1

NO
YES
BLD1_COVPUTER ROOM

this node is a database server
DECnet - Pl us nane

TCP/ 1 P nanme

ALPHA node on cl uster ACCOUN

SM TH1. SM . BLD. COM 2501- 2510

DECnet node nane

/ DESCRI PTI ON=" ALPHA node on cl uster ACCOUN' -

/| DATABASE_SERVER - !
/ DECNET_FULLNAME=SM : . BLD. SM TH2 - !
/ LOCATI ON=BLD1_COVPUTER _ROOM -
/ TCPI P_FULLNAME=SM TH2. SM . BLD. COM - !
| TRANSPORT=( DECNET, TCPI P) !
$ MDMS SHOW NODE SM TH2
Node: SM TH2
Descri ption:
DECnet Ful | nane:
TCP/ I P Ful | nane:
Di sabl ed:
Dat abase Server:
Locati on:
Opcom Cl asses: TAPES
Transports: DECNET, TCPIP
$ MDMS CREATE NODE SM TH3 - !

SM : . BLD. SM TH2

NO
YES
BLD1_COVPUTER ROOM

this node is a database server

DECnet - Pl us nane

TCP/ | P nanme
TCPI P used by JAVA GUI

and JONES

ALPHA node on cl uster ACCOUN

SM TH2. SM . BLD. COM 2501- 2510

DECnet node nane

/ DESCRI PTI ON="VAX node on cl uster ACCOUN' -

| DATABASE_SERVER - !
/ DECNET_FULLNAME=SM : . BLD. SM TH3 - !
/ LOCATI ON=BLD1_COVPUTER_ROOM -

/ TCPI P_FULLNAME=CROP. SM . BLD. COM - !
| TRANSPORT=( DECNET, TCPI P) !

$ MDMS SHOW NODE SM TH3

Node: SM TH3
Descri ption:
DECnet Ful | nane:
TCP/ I P Ful | nane:
Di sabl ed:
Dat abase Server:
Locati on:
Opcom Cl asses:

SM : . BLD. SM TH3

NO
YES
BLD1_COVPUTER_ROOM
TAPES
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Transports: DECNET, TCPIP

D.1.5 Configuration Step 5 Example - Defining a Client Node

This example shows the MDM S command for creating a client node. TCP/IP is the only
transport on this node.

$
$
$
$

$

!
! client node
! only has TCP/IP
MDMS CREATE NODE JONES -
/ DESCRI PTI ON="ALPHA cl i ent node, standal one"
/ NODATABASE_SERVER - I not a database server
/ LOCATI ON=BLD1_COVPUTER_ROOM -
/ TCPI P_FULLNAME=JONES. SM . BLD. COM - ! TCP/ | P nane
/ TRANSPORT=( TCPI P) I TCPIP is used by JAVA GU
MDMS SHOW NODE JONES
Node: JONES
Description: ALPHA client node, standal one

DECnet Ful | nane:

T

CP/ 1 P Ful | nane: JONES. SM . BLD. COM 2501- 2510
Di sabl ed: NO

Dat abase Server: NO

Location: BLD1_COVPUTER ROOM
Opcom Cl asses: TAPES
Transports: TCPIP

D.1.6 Configuration Step 6 Example - Creating a Jukebox

This example shows the MDM S command for creating a jukebox

$
$
$
$

$

!
! create jukebox

!

MDMS CREATE JUKEBOX TL826_JUKE -

/ DESCRI PTI ON="TL826 Jukebox in Building 1"

/ ACCESS=ALL - ! local + rempte for JONES

/ AUTOVATI C_REPLY - ! MDMS automatically replies to OPCOM requests
/ CONTROL=MRD - ! controled by MRD robot control

/ NODES=( SM TH1, SM TH2, SM TH3) - ! nodes the can control the robot

/ ROBOT=$1$DUA560 - I the robot device

/ SLOT_COUNT=176 I 176 slots in the library

MDMS SHOW JUKEBOX TL826_JUKE
Jukebox: TL826_JUKE
Description: TL826 Jukebox in Building 1
Nodes: SM TH1, SM TH2, SM TH3
G oups:
Location: BLD1l_COVPUTER_ROOM
Di sabl ed: NO
Shared: NO
Auto Reply: YES
Access: ALL
State: AVAI LABLE
Control: MRD
Robot: $1$DUA560
Sl ot Count: 176
Usage: NOVAGAZI NE
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D.1.7 Configuration Step 7 Example - Defining a Drive

This example shows the MDM S commands for creating the six drives for the jukebox.

This example is acommand procedure that uses a counter to create the six drives. In this
exampleit is easy to do this because of the drive name and device name. You may want to have
the drive name the same as the device name. For example:

$ MDVBS CREATE DRI VE $1$MJA560/ DEVI CE=$1$MUA560
Thisworksfine if you do not have two devicesin your domain with the same name.

$ COUNT = COUNT + 1
$ IF COUNT .LT. 6 THEN GOTO DRI VE_LCOP
$DRI VE_LOOP:
$ MDMS CREATE DRI VE TL826_D1 -
/ DESCRI PTION="Drive 1 in the TL826 JUKEBOX"
/ ACCESS=ALL - ! local + rempte for JONES
/ AUTOVATI C_REPLY - ! MDMS automatically replies to OPCOM requests
/ DEVI CE=$1$MUA561 - ! physical device
/DRI VE_NUMBER=1 - ! the drive nunber according to the robot
/ JUKEBOX=TL826_JUKE - | jukebox the drives are in
/ MEDI A_TYPE=TK88K - ! nedia type to allocate drive and vol une for
/ NODES=( SM TH1, SM TH2, SM TH3) ! nodes that have access to drive
$ MDMS SHOW DRI VE TL826_D1
Drive: TL826_D1
Description: Drive 1 in the TL826 JUKEBOX
Devi ce: $1$MUA561
Nodes: SM TH1, SM TH2, SM TH3
G oups:
Vol une:
Di sabl ed: NO
Shared: NO
Avai | abl e: NO
State: EMPTY
St acker: NO
Aut omatic Reply: YES
RW Medi a Types: TK88K
RO Medi a Types:
Access: ALL
Jukebox: TL826_JUKE
Drive Nunmber: 1
Al l ocated: NO

$ MDMS CREATE DRI VE TL826_D5 -
/ DESCRI PTION="Drive 5 in the TL826 JUKEBOX"
/ ACCESS=ALL - ! local + rempte for JONES
/ AUTOVATI C_REPLY - ! MDMS automatically replies to OPCOM requests
/ DEVI CE=$1$MUA565 - | physical device
/DRI VE_NUMBER=5 - ! the drive nunber according to the robot
/ JUKEBOX=TL826_JUKE - I jukebox the drives are in
/ MEDI A_TYPE=TK88K - ! nedia type to allocate drive and vol une for
/ NODES=( SM TH1, SM TH2, SM TH3) ! nodes that have access to drive
$ MDMS SHOW DRI VE TL826_D5

Drive:

Descri ption:
Devi ce:

Nodes:

G oups:

Vol une:

Di sabl ed:

Shar ed:

Avai | abl e:

St at e:

St acker:

Aut omatic Reply:
RW Medi a Types:
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RO Medi a Types:
Access: ALL
Jukebox: TL826_JUKE
Drive Nunber: 5
Al l ocat ed: NO
$ COUNT = COUNT + 1
$ IF COUNT .LT. 6 THEN GOTO DRI VE_LOOP

D.1.8 Configuration Step 8 Example - Defining Pools

This example showsthe MDM S commands to define two pools: ABS and HSM. The pools need
to have the authorized users defined.

create pools

!
!
!
mdns del pool abs
MDMS CREATE POOL ABS -
/ DESCRI PTI ON="Pool for ABS' -
/ AUTHORI ZED=( SM THL: : ABS, SM TH2: : ABS, SM TH3: : ABS, JONES: : ABS)
$ MDMS SHOW POOL ABS
Pool : ABS
Description: Pool for ABS
Aut hori zed Users: SM THL:: ABS, SM TH2: : ABS, SM TH3: : ABS, JONES: : ABS
Default Users:
$ mdns del pool hsm
$ MDMS CREATE POOL HSM -
/ DESCRI PTI ON="Pool for HSM -
/ AUTHORI ZED=( SM THL1: : HSM SM TH2: : HSM SM TH3: : HSM)
$ MDMS SHOW POOL HSM
Pool : HSM
Description: Pool for HSM
Aut hori zed Users: SM TH1:: HSM SM TH2: : HSM SM TH3: : HSM
Default Users:

LR R R

D.1.9 Configuration Step 9 Example - Defining Volumes using the /VISION
qualifier

This example shows the MDM S commands to define the 176 volumesin the TL826 using the
IVISION quaifier. The volumes have the BARCODES on them and have been placed in the
jukebox. Notice that the volumes are created in the UNINITIALIZED state. The last command
in the example initializes the volumes and changes the state to FREE.

create vol unes

the nmedia type, offsite location, and onsite |ocation

!

!

!

I create 120 vol uneS for ABS

!

! val ues are taken fromthe DOVAI N obj ect
!

RO R PO RSB B

MDMS CREATE VOLUME -
/ DESCRI PTI ON=" Vol unes for ABS" -
/ JUKEBOX=TL826_JUKE -
/ POOL=ABS -
/ SLOTS=(0-119) -
/' VI SION
$ MDMS SHOW VOLUME BEBOOO
Vol ume: BEB00O
Description: Volunes for ABS
Pl acement: ONSI TE BLD1_COVPUTER ROOM

Medi a Types: TK88K User nane:

Pool : ABS Owner U C. NONE
Error Count: 0 Account :
Mount Count : 0 Job Nane:
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St at e:
St at e:
Previ ous Vol :
Next Vol :

For mat :
Protection:
Pur chase:
Creation:
Init:

Al l ocati on:

Avai |

Scrat ch:

Deal | ocati on:
Trans Ti ne:
Freed:

UNI NI TI ALI ZED
UNI NI TI ALI ZED

NONE

SSRWO RWG RW W
1- FEB- 1999 08:19: 00
1- FEB- 1999 08:19: 00
1- FEB- 1999 08:19: 00

14 00: 00: 00
NONE
NONE

Magazi ne:
Jukebox:

Sl ot :

Drive:
Offsite Loc:

O fsite Date:
Onsite Loc:

Space:
Onsite Date:
Br and:

Last Cl eaned:

Ti mes C eaned:
Rec Length:
Bl ock Factor:

HSM

Last Access:
!

I create 56 volunes for
!

$
$
$
$ MDMS CREATE VOLUME -

/ DESCRI PTI ON=" Vol unes f or

/ JUKEBOX=TL826_JUKE -

/ POOL=HSM -

/ SLOTS=(120-175) -

/ VI SI ON
$ MDMS SHOW VOL BEB120

HSM' -

Vol une:
Descri ption:
Pl acenent :
Medi a Types:
Pool :
Count :
Count :
St at e:
St at e:
Previ ous Vol :
Next Vol :

For mat :
Protection:
Pur chase:
Creation:
Init:

Al l ocati on:

Error
Mount

Avai |

Scrat ch:

Deal | ocati on:

Trans Ti ne:

Freed:

Last Access:
|
|
|

$
$
$
$

initialize all

BEB120

Vol umes for HSM

ONSI TE BLD1_COVPUTER _ROOM

TK88K
HSM
0
0
UNI NI TI ALI ZED
UNI NI TI ALI ZED

NONE

SRWO RW G RWW
1- FEB- 1999 08: 22: 16
1- FEB- 1999 08: 22: 16
1- FEB- 1999 08: 22: 16

14 00: 00: 00
NONE
NONE

of the vol unes

MOMS | NI TI ALI ZE VOLUME -

| JUKEBOX=TL826_JUKE -
/ SLOTS=( 0- 175)
$ MDVB SHOW VOL BEBO0O

Vol une:
Descri ption:
Pl acenent :
Medi a Types:
Pool :
Count :
Count :
St at e:
St at e:
Previ ous Vol :
Next Vol :

For mat :
Protection:
Pur chase:
Creation:
Init:

Al l ocati on:

Error
Mount

Avai |

Scrat ch:
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BEBOOO
Vol umes for ABS

ONSI TE BLD1_COVPUTER _ROOM

TK88K
ABS
0
0
FREE
FREE
NONE

S:RWO RW G RWW
1- FEB- 1999 08:19: 00
1- FEB- 1999 08:19: 00
1- FEB- 1999 08:19: 00

NONE

NONE

User nane:
u C
Account :

Job Nane:
Magazi ne:
Jukebox:

Sl ot :

Drive:
Offsite Loc:

Omner

Offsite Date:
Onsite Loc:

Space:
Onsite Date:
Br and:

Last Cl eaned:

Ti mes C eaned:
Rec Length:
Bl ock Factor:

User nane:
u C
Account :

Job Nane:
Magazi ne:
Jukebox:

Sl ot :

Drive:
Offsite Loc:

Oaner

Offsite Date:
Onsite Loc:

Space:
Onsite Date:
Br and:

Last Cl eaned:

TL826_JUKE
0

ANDYS_STORAGE

NONE
BLD1_COVPUTER ROOM
NONE

1- FEB- 1999 08:19: 00

0
0
0

NONE
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Converting SLS/MDMS V2.X to MDMS V3

Operational Differences Between SLS/MDMS V2 & MDMS V3

This appendix discusses the main operational differencesin the new version of MDMS from
previous versions. In some cases, there are conceptual differences in approach, while others are
more changes of the 'nuts and bolts’ kind. This appendix is designed to acquaint you with the
changes, including why some of them were made, in order to make the upgrade as smooth as
possible. It will also enable you to use the new features to optimize your configuration and usage
of the products.

E.1.1 Architecture

The media manager used for previous versions of ABS and HSM was embedded within the SLS
product. The MDMS portion of SLS was implemented in the same requester
(SLSSTAPMGRRQ), database (SLS$TAPMGRDB) and OPCOM (SLS$OPCOM) processes
used for SLS.

The STORAGE DCL interface contained both SLS and MDMS commands, as did the forms
interface and the configuration file TAPESTART.COM. All media management status and error
messages used the SL S prefix. All inal, it was quite difficult to determine where MDM S | ft of f
and SL S began. In addition, SLS contained many restrictionsin its design that inhibited optimal
use of ABS and HSM in a modern environment.

Compaq reviewed the SLS'MDM S design and the many requests for enhancements and decided
to completely redesign the media manager for ABS and HSM. The resultisMDMS V3 (V3.0
and later), which isincluded as the preferred media manager for both ABS and HSM V3.0 and
later. The main functional differences between MDMS V3 and previous versions include:

« An object oriented design that begins at the user interfaces and is propagated throughout the

product. You will become familiar with the ten classes of objects and use a consistent
interface to manipulate them. A multi-threaded design that allows any number of concurrent
operations throughout the MDMS domain.

e Complete separation from SLS. MDMS now has its own distinct user interfaces and error

messages. Its two fully functional interfaces (DCL and GUI) can be used interchangeably at
your preference. It is no longer necessary to switch interfaces to perform certain functions.
The GUI is usable on OpenVMS and Windows-based PCs.

A simplified design that utilizes only one server process on a node. This process performs
all MDMS operations on a node. Support of modern network protocols including TCP/IP
and DECnet-Plus with fullname support.

New features that allow lights-out operations and enhance ease of use.

A non-device-specific approach to jukebox handling that should allow support of new
devices without code modifications. Flexible logging and auditing capabilities that allow
you to see what MDMS is working on and has completed.
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*  While MDMS V3 has been completely re-engineered, a great effort was made to ensure
compatibility and upgradability with the previous version.

« Important attributes and functions that you may be using are retained, albeit in a slightly
different form.

The following sections will guide you through the changes one by one.
E.1.2 MDMS Interfaces

The previous SLS/MDMS contained several "interfaces" that you used to configure and run
operations. These were:

* The file TAPESTART.COM - used for configuration of drives, jukeboxes, media types and
other related parameters. Changes to the configuration required SLS/MDMS to be restarted.

e« DCL STORAGE commands - used for day-to-day operations and manipulation of volumes
and magazines

« Aforms interface - used for more complex operations and certain operations not supported
by DCL.

o Utilities like SLS$VOLUME to repair the database after an error

While these interfaces together provided a fully functional product, their inconsistent syntax and
coverage made them hard to use.

With MDMS V3, a radical new approach was taken. Two interfaces were chosen for
implementation, each of which is fully functional:

A modern DCL interface — thisinterface was designed with a consistent syntax which is
easier to remember. It isalso functionally complete so that all MDMS operations can be initiated
without manipulating files or forms. Thisinterface can be used by batch jobs and command
procedures, aswell as by users.

A modern GUI interface — based on Java technology, is provided for those users who prefer
graphical interfaces. Likethe DCL interface, it isfunctionally complete and all operations can be
initiated from it (with necessary exceptions).

In addition, it contains a number of wizards that can be used to guide you through complex
operations such as configuration and volume rotation. The GUI is usable on both OpenVM S
Alpha (V7.1 and later) systems and Windows-based PC systems.

Note

TheGUI requires TCP/IP to be running on the OpenVM SM DM S server node and the
node on which the GUI isrunning.

There are aso alimited number of logical names used for tailoring the functionality of the
product and initial startup (when the database is not available).The forms interface,
TAPESTART and the utilities have been eliminated. When you install MDMS V3 you will be
asked about converting TAPESTART and the old databases to the new format. Thisis discussed
in the Appendix of the Guide to Operations.

Both the DCL and GUI take aforgiving approach to creating, modifying and deleting objects, in
that they alow you to perform the operation even if it creates an inconsistency in the database, as
follows:

¢ You can create or modify objects by referencing objects that have not yet been defined. This
allows you to enter commands "out-of-order". A warning message is displayed if an object
contains undefined references to other objects.
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* You can delete objects that have references to other objects. The GUI delete wizard will
help go through procedures to clean up references in order.

¢ One other global feature has been added to MDMS V3 when creating objects. This is the
INHERIT option that allows you to create an object using most of the attributes of an
existing object. All fields except the object name and protected fields may be inherited. The
Command Reference Guide lists fields that cannot be inherited for any particular object.

E.1.3 Rights and Privileges

Both the DCL interface and the GUI require privileges to execute commands. These privileges
apply to all commands, including defining objects and attributes that used to reside in
TAPESTART.

With MDMS V3, privileges are obtained by defining MDMS rights in users' UAF definitions.
There are three high-level rights, one each for an MDMS user, application and operator. There
are also a large set of low-level rights, several for each command, that relate to high level rights
by a mapping defined in the domain object.

In addition, a guru right is enabled which allows any command, and the OpenVMS privilege
SYSPRYV can optionally be used instead of the guru right. This mechanism replaces the six
SLS/MDMS V2 rights defined in TAPESTART and the OPER privilege.

A full description of rights can be found in the Appendix of the ABS/HSM Command Reference
Guide.

E.1.4 The MDMS Domain

There was no real concept of a domain with SLS/MDMS V2. The scope of operations within
SLS varied according to what was being considered.

For example, attributes defined in TAPESTART were applicable to all nodes using that version

of the file - normally from one node to a cluster. By contrast, volumes, magazines and pools had
scope across clusters and were administered by a single database process running somewhere in
the environment.

MDMS V3 formally defines a domain object, which contains default attribute values that can be
applied to any object which does not have them specifically defined. MDMS formally supports a
single domain, which supports a single database. All objects (jukeboxes, drives, volumes, nodes,
magazines etc.) are defined within the domain.

This introduces some level of incompatibility with the previous version, especially regarding
parameters stored in TAPESTART. Since TAPESTART could potentially be different on every
node, default parameters like MAXSCRATCH could potentially have different values on each
node (although there seemed to be no particularly good reason for this). MDMS V3 has taken the
approach of defining default attribute values at the domain level, but also allowing you to
override some of these at the a specific object level (for example, OPCOM classes for nodes). In
other cases, values such at LOC and VAULT defined in TAPESTART are now separate objects
in their own right.

After installing MDMS V3, you will need to perform conversions on each TAPESTART that
you have in your domain. If your TAPESTART files on every node were compatible (not
necessarily identical, but not conflicting) this conversion will be automatic. However, if there
were conflicts, these are flagged in a separate conversion log file, and need to be manually
resolved. For example, if there are two drives called $1$MUA500 on different nodes, then one
or both need to be renamed for use in the new MDMS.

It is possible to support multiple domains with MDMS V3, but when you do this you need to
ensure that no objects span more than one domain.
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E.1.5 Drives

Each domain contains its own database, which has no relationship to any database in another
domain.

For example, your company may have two autonomous groups which have their own computer
resources, labs and personndl. It is reasonable for each group to operate within their own
domain, but realize that nodes, jukeboxes and volumes cannot be shared among the two groups.
If thereis a need to share certain resources (e.g. jukeboxes) it is also possible to utilize asingle
domain, and separate certain resourcesin other ways.

The drive object in MDMS is similar in concept to adrivein SLSYMDMS V2. However, the
naming convention for drivesin MDMS V3 is different.

In V2, drives were named after the OpenV M S device name, optionally qualified by a node.

In MDMS V3, drives are named like most other objects - they may be any name up to 31
charactersin length, but they must be unique within the domain. This alows you to give drives
names like DRIVE_1 rather than $1$MUAS510 if you wish, and specify the OpenVMS device
name with the DEVICE_NAME attribute. It isalso equally valid to name the drive after the
OpenVMS device name aslong as it is unique within the domain.

Nodes for drives are specified by the NODES or GROUPS attributes. You should specify all
nodes or groups that have direct access to the drive.

Do not specify anode or group hame in the drive name or OpenVM S device name.

Consider two drives named $1$MUA500, one on cluster BOSTON, the other on cluster
HUSTON, and you wish to use asingle MDMS domain.

Here's how you might set up the drives

$ MDMS CREATE DRI VE BOS_MUJA500/ DEVI CE=$1$MJA500/ GROUP=BOSTON
$ MDMS CREATE DRI VE HUS_MJA500/ DEVI CE=$1$MJA500/ GROUP=HUSTON

The new ACCESS attribute can limit use of thedriveto local or remote access. Local accessis
defined as access by any of the nodes in the NODES attribute, or any of the nodes defined in the
group object defined in the GROUP attributes. Remote access is any other node. By default, both
local and remote access are alowed.

With MDM SV 3, drives may be defined as being as jukebox controlled, stacker controlled or
stand-alone as follows:

A driveisjukebox controlled when it resides in a jukebox, and you wish random-access
loads/unloads of any volume in the jukebox. Define a jukebox name, a control mechanism
(MRD or DCSC), and a drive number for an MRD jukebox. The drive number is the number
MRD usesto refer to the drive, and starts from zero.

A drive may be defined as astacker when it residesin ajukebox and you wish sequential loading
of volumes, or if the drive supports a stacker loading system. In this case, do not define a
jukebox name, but set the STACKER attribute.

If the drive is stand-alone (Ioadable only by an operator), do not define a jukebox and clear the
STACKER attribute.

Set the AUTOMATIC_REPLY attribute if you wish OPCOM requests on the drive to be
completed without an operator reply. This enables a polling scheme which will automatically
cancel the request when the requested condition has been satisfied.

Converting SLS/MDMS V2.X to MDMS V3 E-4



Converting SLS/MDMS V2.X to MDMS V3
E.1 Operational Differences Between SLS/MDMS V2 & MDMS V3

E.1.6 Jukeboxes

In previous SLS'MDMS versions, jukeboxes were differentiated as libraries, loaders and ACS
devices, each with their own commands and functions. With MDMS V3, all automatic loading
devices are brought together under the concept of a jukebox object.

Jukeboxes are named like other objects as a unique name up to 31 characters. Each jukebox may
be controlled by one of two subsystems:

¢ MRD - for most SCSI jukeboxes, including some StorageTek silos
« DCSC - for most existing and older StorageTek silos

The new ACCESS attribute can limit use of the jukebox to local or remote access. Local access
is defined as access by any of the nodes in the NODES attribute, or any of the nodes defined in
the group object defined in the GROUP attributes. Remote access is any other node. By default,
both local and remote access is allowed.

For MRD jukeboxes, the robot name is the name of the device that MRD accesses for jukebox
control, and is equivalent to the device name listed first in the old TAPE_JUKEBOXES
definition in TAPESTART, but without the node name. As with drives, nodes for the jukebox
must be specified using the NODES or GROUPS attributes.

Jukeboxes now have a LOCATION attribute, which is used in OPCOM messages related to
moving volumes into and out of the jukebox. When moving volumes into a jukebox, you may
first be prompted to move them to the jukebox location (if they are not already in that location).
Likewise, when moving volumes out of the jukebox they will first be moved to the jukebox
location. The reason for this is practical; it is more efficient to move all the volumes from
wherever they were to the jukebox location, then move all the volumes to the final destination.

One of the more important aspects of jukeboxes is whether you will be using the jukebox with
magazines. As described in the magazine section below, MDMS V3 treats magazines as a set of
volumes within a physical magazine that share a common placement and move schedule. Unlike
SMS/MDMS V2, it is not necessary to relate volumes to magazines just because they reside in a
physical magazine, although you can. It is equally valid for volumes to be moved directly and
individually in and out of jukeboxes regardless of whether they reside in a magazine within the
jukebox.

This is the preferred method when it is expected that the volumes will be moved independently
in and out of the jukebox.

If you decide to formally use magazines, you should set the jukebox usage to magazine. In
addition, if the jukebox can potentially hold multiple magazines at once (for example, a
TL820style jukebox), you can optionally define a topology field that represents the physical
topology of the jukebox (i.e. towers, faces, levels and slots). If you define a topology field,
OPCOM messages relating to moving magazines in and out of the jukebox will contain a
magazine position in the jukebox, rather than a start slot for the magazine. Use of topology and
position is optional, but makes it easier for operators to identify the appropriate magazine to
move.

Importing and exporting volumes (or magazines) into and out of a jukebox has been replaced by
a common MOVE command, that specifies a destination parameter. Depending on whether the
destination is a jukebox, a location or a magazine, the direction of movement is determined.
Unlike previous versions, you can move multiple volumes in a single command, and the
OPCOM messages contain all the volumes to move that have a common source and destination
location. If the jukebox supports ports or caps, all available ports and caps will be used. The
move is flexible in that you can stuff volumes into the ports/caps in any order when importing,
and all ports will be used on export. All port/cap oriented jukeboxes support automatic reply on
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OPCOM messages meaning that the messages do not have to be acknowledged for the move to
complete.

E.1.7 Locations

The concept of locations has been greatly expanded from SLS/MDMS V2, where a copy of
TAPESTART had asingle "onsite" location defined in the LOC symbol, and a single "offsite"
location defined in the "VAULT" symbol.

With MDM SV 3, locations are now separate objects with the usual object name of up to 31
characters. Locations can be arranged in a hierarchy, allowing locations to be within other
locations. For example, you can define BOSTON_CAMPUS as alocation, with BUILDING _1,
BUILDING_2 located in BOSTON_CAMPUS, and ROOM_100, ROOM _200 located within
BUILDING _1. Locations that have common roots are regarded as compatible locations, which
are used for allocating drives and volumes. For example, when alocating avolume currently
located in ROOM_200 but specifying alocation of BUILDING_1, these two locations are
considered compatible. However, if BUILDING_2 was specified, they are not considered
compatible since ROOM_200isin BUILDING_1.

Locations are not officially designated as ONSITE or OFFSITE, as they could be both in some
circumstances. However, each volume and magazine have offsite and onsite location attributes
that should be set to valid location objects. This allows for any number of onsite or offsite
locations to be defined across the domain.

You can optionally associate "spaces' with locations: spaces are subdivisions within alocation
in which volumes or magazines can be stored. The term "space” replaces the term "slot" in
SLS/MDMS V2 asthat term was overloaded. InMDMS V3, "slot" isreserved for anumeric slot
number in ajukebox or magazine, whereas a space can consist of up to 8 alphanumeric
characters.

E.1.8 Media Types

In SLS/IMDMS V2, mediatype, density, length and capacity were attributes of drives and
volumes, defined both in TAPESTART and in volume records. With MDMS V3, media types
are objectsthat contain the attributes of density, compaction, length, and capacity; drives and
volumes reference media types only; the other attributes are defined within the media type
object.

If you formerly had media types defined in TAPESTART with different attributes, you need to
define multiple media types with MDMS V 3. For example, consider the following
TAPESTART definitions:

MIYPE_1 := TK85K
DENS 1 =

DRIVES 1 := $1$MUA510:, $1$MUA520:
MIYPE_2 := TK85K

DENS 2 := COW

DRI VES 2 := $1$MUA510:, $1$MUA520:

This definition contains two mediatype definitions, but with the same name. In MDMS V3, you
need to define two distinct media types and allow both drives to support both mediatypes. The
equivalent commandsin MDMS V3 would be:

$ MDVS CREATE MEDI A_TYPE TK85K_N / NOCOMPACTI ON

$ MDVMB CREATE MEDI A_TYPE TK85K_C / COMPACTI ON

$ MDMS CREATE DRI VE $1$MUA510: / MEDI A_TYPES=( TK85K_N, TK85K_C)
$ MDMS CREATE DRI VE $1$MUA520: / MEDI A_TYPES=( TK85K_N, TK85K_C)
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E.1.9 Magazines

E.1.10Nodes

Asdiscussed in the jukebox section, the concept of magazine is defined as set of volumes
sharing common placement and move schedules, rather than simply being volumes loaded in a
physical magazine. With the previous SLSYMDMS V2, all volumes physically located in
magazines had to be bound to slots in the magazine for both DLT-loader jukeboxes, and TL820
style bin-packs (if moved as awhole€).

When converting from SLSYMDMS V2 to MDMS V3, the automatic conversion utility will take
existing magazine definitions and create magazinesfor MDMS V3. It is recommended that you
continue to use magazines in this manner until you feel comfortable eliminating them. If you do
eliminate them, you remove the dependency of moving all volumesin the magazine as awhole.
For TL820 style jukeboxes, volumes will move viathe ports.

For DLT-loader style jukeboxes, OPCOM requests will refer to individual volumes for
movement. In this case, the operator should remove the magazine from the jukebox, remove or
insert volumesinto it and rel oad the magazine into the jukebox.

If you utilize magazines with TL820-style jukeboxes, movement of magazines into the jukebox
can optionally be performed using jukebox positions (i.e. the magazine should be placed in
tower n, facen, level n) instead of a start slot. For this to be supported, the jukebox should be
specified with a topology as explained in the jukebox section. For single-magazine jukeboxes
like the TZ887, the magazine can only be placed in one position (i.e. start slot 0).

Likeindividual volumes, magazines can be set up for automatic movement to/from an offsite
location by specifying an offsite/onsite location and date for the magazine. All volumesin the
magazine will be moved. An automatic procedure is executed daily at atime specified by logical
name

MDMS$SCHEDULED_ACTIVITIES START_HOUR, or at 01:00 by default. However,
MDMSV 3 also allows these movements to be initiated manually using a/SCHEDULE qualifier
asfollows:

$ MDMS MOVE MAGAZI NE */ SCHEDULE=OFFSI TE ! Schedul ed noves to offsite

$ MDMS MOVE MAGAZI NE */ SCHEDULE=ONSI TE ! Schedul ed noves to onsite
$ MDMS MOVE MAGAZI NE */ SCHEDULE ! Al schedul ed noves

A nodeisan OpenVMS computer system capable of running MDM SV 3, and anode object must
be created for each node running ABS or HSM in the domain. Each node object has a node
name, which must be the same as the DECnet Phase IV name of the system (i.e. SY SBNODE) if
the node runs DECnet, otherwise it can be any unique name up to 31 charactersin length.

If you wish the node to support either or both DECnet-Plus (Phase V) or TCP/IP, then you need
to define the appropriate fullnames for the node as attributes of the node. Do not specify the
fullnames as the node name. For example, the following command specifies a node capable of
supporting all three network protocols:

$ MDVS CREATE NODE BOSTON -

$_ / DECNET_FULLNAME=CAP: BOSTON. AYO. CAP. COM -
$_ / TCPI P_FULLNAME=BOSTON. AYO. CAP. COM

A node can be designated as supporting a database server or not. A node supporting a database
server must have direct access to the database filesin the domain (DFS/NFS access is not
recommended). The first node you install MDM S V 3 on should be designated as a database
server.
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Subseguent hodes may or may not be designated as database servers. Only one node at atime
actually performs as the database server, but if that node fails or is shut down, another designated
database server node will take over.

E.1.11 Groups

MDMS V 3 introduces the group object as a convenient mechanism for describing a group of
nodes that have something in common. In atypical environment, you may wish to designate a
cluster alias as a group, with the constituent nodes defined as attributes. However, the group
concept may be applied to other groups of nodes rather than just those in a cluster. You may
define as many groups as you wish, and individual nodes may be defined in any number of
groups. However, you may not specify groups within groups, only nodes.

You would typically define groups as a set of nodes that have direct accessto drives and
jukeboxes, then simply relate the group to the drive or jukebox using the GROUPS attribute.
Other uses for groups may be for the definition of users. For example, user SMITH may be the
same person for both the BOSTON and HUSTON clusters, so you might define a group
containing constituent nodes from the BOSTON and HUSTON clusters. You might then utilize
this group as part of an authorized user for a volume pool.

E.1.12 Pools

Pools retain the same purpose for MDMS V3 asfor SLSYMDMS V2. They are used to validate
users for alocating free volumes. Pool authorization used to be defined through the old forms
interface. With MDM S V 3, pool authorization is through the pool object. A pool object needsto
be created for each pool in the domain.

Pool objects have two main attributes: authorized users and default users. Both sets of users must
be in the form NODE::USERNAME or GROUP::USERNAME, and a pool can support up to
1024 characters of authorized and default users. An authorized user issimply auser that is
allowed to alocate free volumes from the pool. A default user also allows that user to allocate
free volumes from the pool, but in addition it specifies that the pool is to be used when a user
does not specify a pool on allocation. As such, each default user should be specified in only one
pool, whereas users can be authorized for any number of poals.

E.1.13 Volumes

The volume object is the most critical object for both MDMS V3 and SLSMDMS V2. Nearly
all of the attributes from V2 have been retained, although afew have been renamed. When
converting from SLSYMDMS V2.X to MDMS V3, dl volumesin the old volume database are
created in the new MDM SV 3 database. Support for the following attributes has been changed or
is unsupported:

Table E-1 Volume Attributes

Old Name New Name/Support

Density Unsupported - included in media type object
Flag State

Length Unsupported - included in media type object
Location Onsite Location

Notes Description

Offsite Offsite Date
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Table E-1 Volume Attributes

Onsite Onsite Date

Other Side Unsupported - obsol ete feature with RV64 only
Side Unsupported - obsol ete feature with RV64 only
Slot Space

Zero Unsupported - can set counters individually

You can create volumesin the MDM S V3 database in one of three ways:

e By using the CREATE VOLUME command (or GUI equivalent) - this explicitly creates
volumes in the database, and gives you the most flexibility in specifying volume attributes.

« By physically inserting volumes into a jukebox, then performing an INVENTORY
JUKEBOX/CREATE command referencing a jukebox/slot range (MRD only), or a volume
range (DCSC only). Volume attributes can be set from an inherited volume, or media type
can be specified. You can later use SET VOLUME to customize other attributes.

« By performing scratch loads in non-jukebox drives with the LOAD DRIVE/CREATE
command. Volume attributes can be set from an inherited volume, or media type can be
specified. You can later use SET VOLUME to customize other attributes.

Once a volume is created and initial attributes are set, it is not normally necessary to use the SET
VOLUME commands to change attributes. Rather, the attributes are automatically modified as a
result of some action on the volume, such as ALLOCATE or LOAD. However, in some cases,
the volume database and physical reality may get out of synchronization and in these cases you
can use SET VOLUME to correct the database.

Note that several fields in the volume object are designated as "protected". These fields are used
by MDMS to control the volume's operations within MDMS. You need a special privilege to
change protected fields, and in the GUI you need to "Enable Protected" to make these fields
writable. When changing a protected field you should ensure that its new value is consistent with
other attributes. For example, if manually setting the volume's placement to jukebox, you should
ensure that a jukebox name is defined.

Two key attributes in the volume object are "state" and "placement”. The volumes states are:

e Uninitialized - This is a new state which is the default when a volume is created. A volume
cannot be allocated in this state, and you should either initialize the volume using the
MDMS INITIALIZE command, or set the volume to /PREINITIALIZED, which puts it in
the Free state.

e Free - This is equivalent to the SLS/MDMS V2 Free state, from which volumes can be
initialized.

* Allocated - This is equivalent to the SLS/MDMS V2 Allocated state. Allocated volumes
cannot be deleted or otherwise re-used until they are deallocated.

e Transition - This is equivalent to the SLS/MDMS V2 Transition state, that disallows
reallocation for a period of time called the Transition Time. Deallocating volumes will
either place them in the Transition state or the Free state, depending on the Transition time.

¢ Unavailable - This is equivalent to the SLS/MDMS V2 Down state, which removes a
volume from use.

The placement attribute is a new attribute for MDMS V3, and describes a volume's current
placement: in a drive, jukebox, magazine or onsite or offsite location. The placement may also

Converting SLS/MDMS V2.X to MDMS V3 E-9



Converting SLS/MDMS V2.X to MDMS V3
E.2 Converting SLS/MDMS V2.X Symbols and Database

be"moving", meaning that it is changing placements but the change has not completed. No load,
unload or move commands may be issued to a volume that is moving. While avolumeis
moving, it is sometimes necessary for an operator to determine to where it is moving: for
example, moving from ajukebox to aonsite location and space. The operator can issue a SHOW
VOL-UME command for moving volumes that shows exactly to where the volume is supposed
to be moved.

The new MDMS V3 CREATE VOLUME command replaces the old "Add Volume" storage
command. Note that most attributes are supported for both the create volume and set volume
commands for consistency purposes.

Volumes can be set up for automatic movement to/from an offsite location by specifying an
offsite/onsite location and date, similar to MDMS/SLS V2. Similarly, volumes can be set up for
automatic recycling using the scratch date (to go from the all ocated to transition states) and free
dates (to go from the transition to free states). An automatic procedure is executed daily at atime
specified by logical name MDMS$SCHEDULED_ACTIVITIES_START_HOUR, or at 01:00
by default. However, MDMS V3 also alows these movements/state changes to be initiated
manually using a/SCHEDULE qualifier as follows:

$ MDMS MOVE VOLUME */ SCHEDULE=OFFSI TE
$ MDMS MOVE VOLUME */ SCHEDULE=ONSI TE
$ MDMS MOVE VOLUME */ SCHEDULE

$ MDMS DEALLOCATE VOLUME / SCHEDULE

Schedul ed nmoves to offsite
Schedul ed nmoves to onsite
Al'l schedul ed noves

Al'l schedul ed deal | ocations

MDMS V 3 continues to support the ABS volume set objects (those objects whose volume IDs
begins with "& +"). These are normally hidden objects, but they may be displayed in SHOW
VOLUME and REPORT VOLUME commands with the ABS_VOLSET option.

In all other respects, the MDM S V3 volume object is equivalent to the SLSMDMS V2 volume
object.

E.1.14Remote Devices
InMDMS V3, support for remote devicesis handled through the Remote Device Facility (RDF)

in the same manner that was supported for SLS/MDMS V2. DECnet support on both the client
and target nodes is required when using RDF.

E.2 Converting SLS/MDMS V2.X Symbols and Database

This section describes how to convert the SLS/MDM SV 2.X symbols and database to Media and
Device Management Services Version 3 (MDMS). The conversion is automated as much as
possible, however, you will need to make some corrections or add attributes to the objects that
were not present in SLSYMDMSV2.X.

Before doing the conversion, you should read Chapter 16 - MDMS Configuration in this Guide
to Operations to become familiar with configuration requirements.

All phases of the conversion process should be done on the first database node on which you
installed MDM S V3. During this process you will go through all phases of the conversion:

1. Convert the symbolsin SY SBSTARTUP: TAPESTART.COM into the following objects:
e Locations

e Domain

* Nodes

¢ Media types

¢ Jukeboxes
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e Drives
2. Convert the database authorization file, VALIDATE.DAT, into node objects.
* Convert the rest of the database files:
e Pool Authorization file (POOLAUTH.DAT)
*  Slot Definition file (SLOTMAST.DAT)
¢ \olume Database file (TAPEMAST.DAT)
¢ Magazine Database file (SLS$MAGAZINE_MASTER_FILE.DAT)

When you install on any other node that does not use the same TAPESTART.COM as the
database node, you only do the conversion of TAPESTART.COM

E.2.1 Executing the Conversion Command Procedure

To execute the conversion command procedure, type in the following command:

$ @DVB$SYSTEM MDMB$CONVERT_V2_TO V3
The command procedure will introduce itself and then ask what parts of the SLS/MDMS V2.x
you would like to convert.

During the conversion, the conversion program will allow you to start and stop the MDMS
server. The MDMS server needs to be running when converting TAPESTART.COM and the
database authorization file. The MDMS should not be running during the conversion of the other
database files.

During the conversion of TAPESTART.COM the conversion program generates the following
file:

$ MDMBS$SYSTEM MDMS$LOAD_DB_nodenane. COM
This file contains the MDMS commands to create the objects in the database. You have the
choice to execute this command procedure or not during the conversion.

The conversion of the database files are done by reading the SLS/MDMS V2.x database file and
creating objects in the MDMS V3 database files.

You must have the SLS/MDMS V2.x DB server shutdown during the conversion process. Use
the following command to shut down the SLS/MDMS V2.x DB server:

$ @BLS$SYSTEM SLS$SHUTDOWN
E.2.2 Resolving Conflicts During the Conversion

Because of the difference between SLS/MDMS V2.x and MDMS V3 there will be conflicts
during the conversion. Instead of stopping the conversion program and asking you about each
conflict, the conversion program generates the following file during each conversion:

$ MDMS$MDMS$LOAD_DB_CONFLICTS_nodename.COM

Where nodename is the name of the node you ran the conversion on. This file is not meant to be
executed, it is there for you to look at and see what commands executed and caused a change in
the database. This change is flagged because there was already an object in the database or this
command changed an attribute of the object.

An example could be that you had two media types of the same name but one specified
compressed and one other specified non compressed. This would cause a conflict. MDMS V3
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does not allow two mediatypes with the same name but different attributes. What you see in the
conflict file would be the command that tried to create the same media type. You will have to

create anew mediatype.
Table E-2 shows the symbols in TAPESTART.COM file and what conflicts they may cause.

At the completion of the conversion of the database files, you will see a message that notes the
objects that where in an object but not defined in the database. For example: the conversion

program found a pool in a volume record that was not a pool object.

Table E—-2 Symbols in TAPESTART.COM

TAPESTART.COM
Symbol

MDMS V3 Attribute or
Object

Possible conflict

ALLOCSCRATCH

If defined, adds the
SCRATCH_TIME
attribute to the domain object.

If the ALLOCSCRATCH symbol is dif-
ferent in different TAPESTART.COM
filesalineis added to the conflict file.

DB_NODES

If defined, creates anode object
for the nodes in the
DB_NODES ist.

A conflict can be generated if the node
existsand an attribute changed with a
different TAPESTART.COM file. Every
drive and jukebox definition in the TAP-
ESTART.COM can cause a node to be
created with a
/NODATABASE_SERVER qualifier. A
DB node will change the attribute to
database server, this can cause aline to
be added to the conflict file.

DCSC_n _NODES

If defined, creates anode object
and adds the node attribute to
the DCSC jukebox.

All adds of nodes to jukeboxes cause a
line to be added to the conflict file.

DCSC_DRIVES

If defined, creates adrive object
for DCSC.

If an attribute is different when adding
attributes aline is added to the conflict
file.

DENS x

If defined, adds the density or
compaction attribute to a media
type. If the valueis COMP or
NOCOMP then the compaction
attribute is define: YES or NO.
If the density is anything other
than COMP or NOCOMP then
thevaueisplaced inthedensity
attribute.

A lineis added to the conflict fileif the
DENS x isdifferent.

FRESTA

If defined, adds the dedllocate
state attribute to the domain
object.

If the FRESTA symbol is different in
different TAPESTART.COM filesaline
is added to the conflict file.

LOC

Creates alocation object and
also setsthe
ONSITE_LOCATION attribute
in domain obyject.

If the object exists or is different than the
onsite location attribute in the domain
object alineto be added to the conflict
file. This can happen when you have dif-
ferent LOC symbol in two TAPE-
START.COM files.
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Table E-2 Symbols in TAPESTART.COM

MAXSCRATCH If defined, adds the maximum If the MAXSCRATCH symbol is differ-
scratch time attribute to the ent in different TAPESTART.COM files
domain object. alineis added to the conflict file.

MTYPE_x Createsamediatype object for | A lineisadded to the conflict fileif a

each MTYPE_x.

mediatypeisalready in the database and
another one has the same name. In
SLSYMDMS V2.x you could have the
same media type name with compaction
and nocompaction. In MDMS you can-
not have two media types with the same
name. You need to change the name of
one of the mediatype and enter it into
the database. You will also have to
change ABS or HSM to reflect this.
Also, you may have to change volume
and drive objects.

NET_REQUEST TIM
EOUT

If defined, adds the
NETWORK_TIMEOUT
attribute to the domain object.

If the NET_REQUEST TIMEOUT is
different in different TAPE-
START.COM filesalineis added to the
conflict file.

PROTECTION Adds the default protection to A lineis added to the conflict file if the
the domain object. protection is changed.
QUICKLOAD When drives are created, this A lineisadded to the conflict fileif a

attribute is added as automatic
reply.

drive’s automatic reply is changed.

TAPE_JUKEBOXES

Creates a jukebox object for
each jukebox in the list.

A line is added to the conflict file if a
jukebox is already defined and any of th
attributes change.

TAPEPURGE_MAIL

If defined, adds the mail

attribute to the domain object.

If the TAPEPURGE_MAIL is different
in different TAPESTART.COM files a
line is added to the conflict file.

TOPERS If defined, adds the Opcom If the TOPERS symbol is different in
class attribute to the domain different TAPESTART.COM files a line
object. is added to the conflict file.

TRANS_AGE If defined, adds the transition | If the TRANS_AGE symbol is different
time attribute to the domain in different TAPESTART.COM files a
object. line is added to the conflict file.

VLT Creates a location object and | If the object exists or is different than th

also sets the
OFFSITE_LOCATION
attribute in domain object.

offsite location attribute in the domain
object, a line is added to the conflict filg.
This can happen when you have differ
ent VLT symbol in two TAPE-
START.COM files.
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E.3 Things to Look for After the Conversion

Because of the differences between SLSMDMS V2.x and MDMS V 3 you should go through
the objects and check the attributes and make sure that the objects have the attributes that you
want. Table E-3 shows the attributes of objects that you may want to check after the conversion.

Table E-3 Things to Look for After the Conversion

Object Attribute Description

Drive Drive Make sure you have all of the drives defined. Inthe MDMS V3
domain, you can only have one drive with agiven name. In
SLS'MDMS V2.x you could have two drives with the same
name if they werein different TAPESTART.COM files. You
should make sure that all drivesin your domain are in the data-
base. You may have to create one drive with a name of say,
DRIVE1 with a device name of $1$MUA520 and a node of
NODEL1. Then create another drive, DRIVEZ2, with adevice
name of $1$MUA520 and a node of NODE2.

A lineis added to the conflict file every time anodeis added to
adrive. Thisflags you to check that the node really belongsto
thisdrive of if you need to create another drive.

Description Make sure this is the description you want for thisdrive. This
atributeisnot filled in  during the conversion program.

Device Make sure this device name does not have a node name as part
of it.

Nodes Make sure this list of nodes contains the nodes that can reach
thisdrive.

Disabled The conversion program enables all drives. If you want this

drive disabled, then set this attribute to Y ES.

Shared The conversion program sets this attribute to NO. NO means
that MDM S does not have to compete with other applications
for thisdevice. If MDM Siis supposed to share this device with
other applications set this attribute to YES.

State Make surethisdriveisintheright state. If the driveisnotin the
right state, you can set this attribute to the right state or issue the
following command:

$ MDMS SET DRIVE drive/CHECK

Automaticreply | The conversion program sets this attribute from the QUICK -
LOAD symbol. Make sure this is the way you want the drive to
react.

RW mediatypes | The conversion program added mediatypesto thisdrive asit
found them. Make sure these are the correct read-write media
types for thisdrive.

RO Media There are no read-only mediatypesin SLSMDMSV2.x so
Types noneis added to the drives during conversion. You may want to
add some read-only media types to the drive object.

Access The conversion program has no way of knowing what the
access should be, therefore, it sets the access attribute to ALL.
Make sure this is the access you want for thisdrive.

Jukebox Make sure thisis the jukebox that thisdriveisin.

Converting SLS/MDMS V2.X to MDMS V3 E-14



Converting SLS/MDMS V2.X to MDMS V3
E.3 Things to Look for After the Conversion

Table E-3 Things to Look for After the Conversion

Drive Number

Make sure thisis the drive number for robot commands.

Domain

Description

Make surethisisthe description you want for your domain. The
default is: Default MDMS Domain.

Mail

Make sure this is where you want mail sent when avolume
reachesits scratch data and MDMS dell ocates it. If you do not
want mail sent, make the value blank.

The defaultis: SYSTEM.

Offsite location

Make sure thisis the offsite location that you want for the
default when you create objects. This was set to the vaue of
VLT from TAPESTART.COM file. This could be different in
each TAPESTART.COM file.

Onsite location

Make sure thisis the onsite location that you want for the
default when you create objects.

Default media
type

Make sure this is the media type you want assigned to volumes
that you do not specify a mediatype for, while creating.

Deallocate state

Make sure thisis the default state you want volumesto go to
after they have reached their scratch date. This could be
changed each time that you convert the TAPESTART.COM file
on anew node.

Opcom classes

Make sure these are the Opcom classes where you want MDM S
OPCOM messages directed. This could be changed each time
you convert the TAPESTART.COM file on a new node.

Protection

Make sure this is the default protection that you want assigned
to volumes that you do not specify a protection for.

Maximum
scratch time

Make sure thisis the default maximum scratch time you want
for volumes in your domain. This could be changed each time
that you convert the TAPESTART.COM file on a new node.

Scratch time

Make sure thisisthe default scratch time you want for volumes
in your domain. This could be changed each time that you con-
vert the TAPESTART.COM file on anew node.

Transition time

Make sure thisis the default transition time you want for vol-
umesinyour domain. This could be changed each time that you
convert the TAPESTART.COM file on anew node.

Network time-
out

Make sure thisis the network timeout you want. This could be
changed each time that you convert the TAPESTART.COM file
on anew node.

L ocation

Description

Make surethisisthe description you want for thislocation. This
atributeis not filled in during the conversion program.

Spaces

The conversion program cannot fill in spaces so make sure you
set the spaces attribute.

In location

The conversion program cannot fill in this attribute so make
sureif thislocation isin ahigher level location you set this
attribute.
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Table E-3 Things to Look for After the Conversion

Mediatype

Mediatype

Make sure you have al the media types that you had before. In
the MDMS V3 you can only have on media type with the same
name. If you had two mediatypesin SLS/MDMS V2.x with the
same name, the second one is not created in the MDMS V3
database.

Description

The conversion program does not add a description to this
atribute. Typein adescription for this attribute.

Density

The density attribute is only changed when the DENS_x sym-
bol in the TAPESTART.COM file is something other than
COMP or NOCOMP. Check to make sure thisis correct.

Compaction

Thisattribute isset to YESif the DENS_x symbol in the TAPE-
START.COM fileis COMP. It is set to NO if the symbol is
NOCOMP. Check to make sure thisisright.

Capacity

This attribute is set to the value of DENS X from the TAPE-
START.COM fileif it isnot defined as COMP or NOCOMP.
Check to make sure thisright.

Jukebox

Description

The conversion program does not put a description for this
atribute. Typein adescription to this attribute.

Nodes

Make sure this list of nodes contains the nodes that can reach
the robot.

L ocation

Make sure thisis the location where this jukebox is located.

Disabled

The conversion program enables all jukeboxes. If you want this
jukebox disabled, set this attribute to Y ES.

Shared

The conversion program sets this attribute to NO. NO means
that MDM S does not expect to compete with other applications
for this jukebox. If MDMS is supposed to share this jukebox
with other applications set this attribute to Y ES.

Auto reply

The conversion program sets this attribute to NO. Make sure
thisis the way you want the jukebox to react.

Access

The conversion program has no way of knowing what the
access should be, therefore, it sets the access attribute to ALL.
Make sure this is the access you want for this jukebox.

Control

Make sure that the attribute is set to MRD if MRD controlsthe
robot. If the robot is controlled by DCSC, this attribute should
be set to DCSC.

Robot

Make sure thisis the robot for this jukebox.

Slot count

You need to set the dot count. The conversion program has no
way of finding out the slot count.

Usage

Make sure the usageis correct for the type of jukebox you have.
The conversion program has no way of finding out if the juke-
box uses magazines or not. If this jukebox uses magazines, you
will need to configure it.

Magazine

Description

The conversion program does not add a description to this
atribute. Type adescription for this attribute.

Offsite location

The old magazine record had no offsite location, so you need to
add this attribute.
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Table E-3 Things to Look for After the Conversion

Offsite date

The old magazine record had no offsite date, so you need to add
this attribute.

Onsite location

The old magazine record had no onsite location, so you need to
add this attribute.

Offsite date

The old magazine record had no onsite date, so you need to add
this attribute.

Node

Description

The conversion program does not put adescription in this
atribute. Type adescription for this attribute.

DECnet-Plus
fullname

TAPESTART.COM does not support DECnet-Plus, therefore
the conversion program cannot put in the DECnet-Plus
fullname attribute. If this node uses DECnet-Plus, you should
set this attribute.

TCP/IP
fullname

TAPESTART.COM does not support TCP/IP, therefore the
conversion program cannot put in the TCP/IP fullname
atribute. If this node uses TCP/IP, you should set this attribute.

Disabled

The conversion program sets the enabled attribute. M ake sure
you want this node enabled.

Database server

If this attribute is set to Y ES, this node has the potential to
become a database server.

Thelogicdl MDMS$SDATABASE_SERVERS must have this
node namein is definition of nodes in the domain. This defini-
tion is defined in the SY SSSTARTUP.MDM S$SY STAR-
TUPCOM file

L ocation

Make sure thisis the location that this node islocated in. Dur-
ing the conversion it could have been changed depending on the
TAPESTART.COM file or what the default was in the domain
object at the time of creation.

Opcom classes

This attribute is defined as the Opcom class in the domain
object when the node was created. Make sure this isthe Opcom
class for this node.

Transports

Make sure thisis the transport you want. The conversion pro-
gram has no way of knowing the transports you want so it takes
the defaults.

POOL

Description

Make sure this is the description you want for this pool. This
atributeis not filled in during the conversion program.

Authorized
users

Make sure that the comma separated list contains all of the
authorized users for the pool. The users must be specified as
NODE::user

Default users

You need to set this attribute because conversion program does
not set this attribute. The users must be specified as node::user.

VOLUME

The conversion program fillsin all needed attributes from the
old record.

Thisisincluded so you will not think the volume object was
forgotten.
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E.4 Using SLS/MDMS V2.x Clients With the MDMS V3 Database

This section describes how older versions of SLS/MDMS can coexist with the new version of
MDMS for the purpose of upgrading your MDM S domain. You may have versions of ABS, or
HSM or SLS which are using SLS/MDMS V2 and which cannot be upgraded or replaced
immediately. MDMS V3 provides limited support for older SLS'MDMS clients to make
upgrading your MDM S domain to the new version as smooth as possible. This limited support
allowsralling upgrade of all SLS'MDMS V2 nodesto MDMS V3. Also ABS and HSM version
3.0 and later have been modified to support either SLSYMDMS V2 or MDMS V2 to makeit easy

to switch over to the new MDMS. The upgrade procedure has been completed as soon as all
nodesin your domain are running the new MDM S V 3 version exclusively.

E.4.1 Limited Support for SLS/MDMS V2 during Rolling Upgrade

The major difference between SLS/MDMS V2 and MDMS V3 isthe way information about
objects and configuration is stored. To support the old version the new server can be set up to
accept requests for DECnet object SL S$DB which was serving the database before. Any
database request sent to SLS$DB will be executed and data returned compatible with old
database client requests. Thisallows SLS'MDMS V2 database clients to still send their database
reguests to the new server without any change.

The SLS$DB function in the new MDMS serves and shares information for the following
objectsto a V2 database client:

¢ \Wolume information - previously stored in TAPEMAST.DAT

e Pool information - previously stored in POOLMAST.DAT

e Magazine information - previously stored in MAGAZINE.DAT

«  Object information - not shared between the old and new MDMS:

e Drive information - previously stored in TAPESTART.COM
e Jukebox information - previously stored in TAPESTART.COM
¢ Media type information - previously stored in TAPESTART.COM

e Slot information - previously stored in SLOTMAST.DAT
¢ Node information - previously stored in NODE_VALIDATE.DAT

The new MDMS server keeps all its information in a per object database. The MDMS V3
installation process propagates definitions of the objects from the old database to the new V3
database. However, any changes made after the installation of V3 have to be carefully entered by
the user in the old and new databases. Operational problems are possible if the databases
diverge. Therefore it is recommended to complete the upgrade process as quickly as possible.

E.4.2 Upgrading the Domain to MDMS V3

Upgrading your SLS/MDMS V2 domain starts with the nodes, which have been defined as
database servers in symbol DB_NODES in file TAPESTART.COM. Refer to the Installation
Guide for details on how to perform the following steps.

Step 1.
Step 2.

Shut down all SLS/MDMS database servers in your SLS/MDMS domain.

Install version MDMS V3 on nodes, which have been acting as database servers before.

Step 3. When the new servers are up-and-running check and possibly change the configuration

Step 4.

and database entries so that it matches your previous SLS/MDMS V2 setup

Edit SYSSMANAGER:MDMS$SYSTARTUP.COM and make sure that:
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— Logical name MDMS$DATABASE_SERVERS include this nodes DECnet (Phase V)
node name

— Logical name MDMS$PREV3_SUPPORT is set to TRUE to enable the SLS/MDMS
V2 support function in the new server

— Logical name MDMS$VERSIONS is set to TRUE to direct ABS and/or HSM to use
the new MDMS V3 interface

If you had to change any of the logical name settings above you have to restart the server using
'@SYS$STARTUP:MDMS$STARTUP RESTART'. You can type the server's logdfile to verify
that the DECnet listener for object SLS$DB has been successfully started.

Step 5. To support load, unload and operator requests from old SLS/MDMS clients you have to
edit SYSSMANAGER: TAPESTART.COM and change the line which defines
DB_NODES to read like this:

$ DB_NODES = "*
This prevents a SLS/MDMS V2 server from starting the old database server process
SLS$TAPMGRDB.
Step 6. Start SLS/MDMS V2 with @SYS$STARTUP:SLS$STARTUP.

Use a "STORAGE VOLUME" command to test that you can access the new MDMS V3
database.

Step 7. Now you are ready to start up ABS, HSM or SLS.

Note that no change is necessary for nodes running SLS/MDMS V2 as a database client. For any
old SLS/MDMS client in your domain you have to add its node object to the MDMS V3
database. In V3 all nodes of an MDMS domain have to be registered (see command MDMS
CREATE NODE). These clients can connect to a new MDMS DB server as soon as the new
server is up and running and has been added to the new database.

A node with either local tape drives or local jukeboxes which are accessed from new MDMS V3
servers need to have MDMS V3 installed and running.

A node with either local tape drives or local jukeboxes, which are accessed from old
SLS/MDMS V2 servers, need to have SLS/MDMS V3 running.

If access is required from both old and new servers then both versions need to be started on that
node. But in all cases DB_NODES in all TAPESTART.COM needs to be empty.

E.4.3 Reverting to SLS/MDMS V2

MDMS V3 allows you to convert the MDMS V3 volume database back to the SLS/MDMS V2
TAPEMAST.DAT file. Any changes you did under MDMS V3 for pool and magazine objects
need to be entered manually into V2 database. Any changes you did under MDMS V3 for drive,
jukebox or media type objects need to be updated in file TAPESTART.COM.

The following steps need to be performed to revert back to a SLS/MDMS V2 only domain:
Step 1. Shut down all applications using MDMS (i.e., ABS, HSM and SLS)

Step 2. Shut down all MDMS V3 servers in the domain and deassign system logical name
MDMS$VERSION3 on all nodes.

Step 3. .Convert the new database back to the old database files. Refer to section “Converting
SLS/MDMS V2 Symbols and Database” for instructions.

Step 4. Edit TAPESTART.COM on all SLS/MDMS nodes, which should be database servers
again. Add the node’s DECnet name to the symbol DB_NODES.
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Step 5. Remove the call to MDMS$STARTUP.COM from your SY STARTUP_VMS.COM.

Step 6. Make sureacall to SLS$STARTUP.COM isincluded in your
SYSTARTUP_VMS.COM.

Step 7. Start up SLS'MDMS V2 and all applications using it.
E.4.4 Restrictions

During the rolling upgrade period, the following restrictions apply:
«  Only the first media type of a volume object can be used by a SLS/MDMS V2 client.
* Node names must be exactly the nodes' DECnet (Phase IV) names.

e Some functions of old V2 utilities will not work. All updates to pools, slots, magazines and
volumes should be preformed on a MDMS V3 node.

E.5 Convert from MDMS Version 3to a V2.X Volume Database

This section describes how to convert the MDMS V3 volume database back to a SLS/MDMS
V2.X volume database.

If for some reason, you need to convert back to SLS/MDMS V2.X a conversion command
procedure is provided. This conversion procedure does not convert anything other than the
volume database. If you have added new objects, you will have to add these to
TAPESTART.COM or to the following SLS/MDMS V2.X database files:

« database authorization file (VALIDATE.DAT)

e Pool Authorization file (POOLAUTH.DAT)

*  Slot Definition file (SLOTMAST.DAT)

¢ \olume Database file (TAPEMAST.DAT)

¢ Magazine Database file (SLS$MAGAZINE_MASTER_FILE.DAT)

To execute the conversion command procedure, type in the following command:
$ @DVS$SYSTEM MDVBSCONVERT_V3_TO V2

After introductory information, this command procedure will ask you questions to complete the
conversion.
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Glossary

This glossary contains definitions of commonly used termsin the ABS/'HSM-MDM S Version
3.0A documents.

absolute time

A data-entry format for specifying the date or time of day. The format for absolute timeis
[dd-mmm-yyyy[:]][hh:mm:ss.cc].

You can specify a specific date and time, or use the keywords TODAY, TOMORROW, or YES-
TERDAY.

access port
The port on a DCSC-controlled silo where cartridges can be inserted into the silo.
active server process

The MDMS server process that is currently active. The active server process responds to
requests issued from an MDMS client process.

allocate
To reserve something for private use. In MDMS software, a user is able to allocate volumes.
allocated

One of four volume states. Volumes that are reserved for exclusive use by a user are placed in
the allocated state.Allocated volumes are available only to the user name assigned to that vol-
ume.

The state of a device or resource when a process is granted exclusive use of that device or
resource. The device or resource remains alocated until the process gives up the allocation.

ANSI

The abbreviation for the American Nationa Standards I nstitute, an organization that publishes
computer industry standards.

ANSI-labeled

A magnetic tape that complies with the ANSI standards for label, data, and record formats. The
format of VM'S ANSI-labeled magnetic tape volumes is based on Level 3 of the ANSI standard
for magnetic tape labels and file structure.

archive class

An archive classis anamed entity that represents a single copy of shelved data. Identical copies
are written to each archive class when afile is shelved. Each archive classis stored on one phys-
icd tape.

archive media
Any media on which archived files are stored.
ASCII

The abbreviation for the American Standard Code for Information I nterchange.
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Thiscodeisa set of 8-bit binary numbers representing the al phabet, punctuation, numerals, and
other special symbols used in text representation and communications protocols.

batch process

A process where the operating system executes commands that are placed in afile. Thefileis
submitted to the system for execution.

bind

The act of logicaly binding volumes into a magazine. This makes the volumes alogica unit that
cannot be separated unless an UNBIND operation is done on the volumes.

blocking factor

The number of records in a physical tape block. The length of aphysical block written to mag-
netic tape is determined by multiplying the record length by the blocking factor. For example, if
arecord length of 132 and a blocking factor of 20 are specified, the length of each physical block
written to tape will be 2640 bytes (or characters).

The blocking factor is only used when MDMS software iswriting an EBCDIC tape.
BYPASS privilege

Allows usersto read, write, execute, and delete al files on the system. Refer to the Guide to
VMS System Security for more information.

capacity
The amount of space a device can use for data storage.

cartridge
A physical object that contains media. Cartridges are transportable and have an external, human-
readable label.

client node

The MDMS that nodes must use DECnet to access the MDMS database. These MDM S client
nodes send database requests to the MDM S server node.

combination time

A data-entry format for specifying date and time.Combination time consists of an absolute time
value plus or minus adeltatime value.

Examples:

"TODAY +7-" indicates current date plus seven days. "TODAY +7" indicates current date plus
seven hours. "TOMORROW-1" indicates current date at 23:00 hours

command

An instruction, generally an English word, entered by the user at aterminal. The command
reguests the software to perform a predefined function.

CRC

The acronym for cyclic redundancy check. It is averification process used to ensure datais cor-
rect.

deallocate
To relinquish ownership of adevice or media set.

« When a drive is deallocated, it is then available for allocation by other processes.
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default

density

device

* When a media set is deallocated, it is either immediately available for allocation by other
users or moved into a transition state.

A value or operation automatically included in a command or field unless the user specifies dif-
ferently.

The number of bits per inch (bpi) on magnetic tape. Typical values are 6250 bpi and 1600 bpi.

Peripheral hardware connected to the processor that is capable of receiving, storing, or transmit-
ting data.

double-sided media

down

EBCDIC

entity

event

file fault

flush

foreign

format

free

Media that has two sides on which data can be written.For example, an optical cartridge contains
two recording surfaces, one on each side of the optical cartridge.

A volume state. Volumes that are either damaged, lost, or temporarily removed for cleaning are
placed in the downstate.

Extended Binary Coded Decimal Interchange Code. EBCDIC is an unlabeled IBM recording
format. Volumes in EBCDIC format do not have records in the MDMS volume database.

A discreet functional object within the HSM software that performs a specific task.

A change in a process status or an indication of the occurrence of some activity that concerns an
individual process-in this case, HSM.

An attempted read, write, extend, or truncate access to a shelved file that causes HSM to
unshelve the file.

Used in reference to an online cache, flushing is the activity that occurs when data in the cache is
moved out of the cache and the cache is cleared for new data.

In the context of MDMS software and operations, this term indicates that the volume is not
known to the MDMS volume database.

See recording format.

A volume state. Volumes that are available for allocation by users are in the free state.

high water mark

A defined percentage of disk space that disk usage is not to exceed. Also see low water mark.
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GUI

Popular abbreviation for a Graphical User Interface, built for easier inter activity between the
computer and the user. Pronounced ‘gooey’.

in port
The physical opening in a jukebox where cartridges can be imported into the jukebox.
interactive process

A process where the user and the operating system communicate by displayed messages and
replies. In an interactive process, the operating system acknowledges and acts upon commands
that are entered at a terminal by the user.

interface

A shared physical or logical boundary between computing system components. Interfaces are
used for sending and/or accepting information and control between programs, machines, and
people.

inventory

The act of automatically updating the MDMS database. MDMS can mount each volume located
in a magazine and update the MDMS volume database through this process.

1/O station

A jukebox component that enables an operator to manually insert and retrieve cartridges. The
I/O station consists of an I/O station door on the outside of the jukebox and an I/O station slot on
the inside. See also I/O station door and 1/O station slot.

1/0O station door

An actual door on the outside of the jukebox that can be opened and closed. Behind the I/O sta-
tion door is the I/O station slot.

1/O station slot

An I/O slot that holds a cartridge when it is entering or leaving the jukebox.

label
* Information recorded at a fixed location on the media that identifies the volume to software.
e The physical printed label attached to the outside of a tape or cartridge to identify it.
labeled
A recording format that includes a volume label.
LEBCDIC
Labeled EBCDIC format. See also EBCDIC.
local symbol
A symbol meaningful only to the module or DCL command procedure that defines it.
log file

Any file into which status and error messages are written to reflect the progress of a process.
low water mark

A defined percentage of disk space which, once reached, stops implicit shelving operations; a
goal for the amount of free disk space available.
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MDMS software

The MDMS software is an OpenV M S software service that enables you to implement mediaand
device management for your storage management operations. MDMS provides servicesto SLS,
ABS, HSM, and SMF.

magazine

A physical container that holds from 5 to 11 tape cartridges (volumes). The magazine contains a
set of logicaly bound volumes that reside in the MDM S database.

magazine database

The MDMS database that contains the magazine name and the volume names associated with
that magazine.

media

A mass storage unit. Media provides a physical surface on which dataisrecorded. Examples are
magnetic tape, tape cartridge, and optical cartridge.

media type

A named set of media characteristics that can be used to determine whether or not a particular
media object is compatible with a particular drive. The characteristicsinclude, but are not lim-
ited to:

* Recording density of the media

« Bit encoding schemes

e Compression algorithms
menu

A displayed list of options from which you make a selection.
note string

In MDMS software, a sequence of alphanumeric characters that helps provide information about
a volume.

For foreign volumes, MDMS uses the first six characters of the note string for the recorded label.
OPCOM

VMS Operator Communication Manager. An online communication tool that provides a method
for users or batch jobs to request assistance from the operator, and allows the operator to send
messages to interactive users.

OPER privilege

The level of privilege required by a system operator to suspend an MDMS operation and to per-
form a variety of maintenance procedures on volumes, as well as archive files and saved system

files.
out port

The physical opening in a jukebox where cartridges can be exported from the jukebox.
policy

A set of selection criteria used to control shelving and unshelving operations.
pool

See volume pool.
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primary storage

Primary storage is storage in which both file headers and data can be directly accessed through
the operating system.Primary storage is the most costly for each megabyte of data stored.

Asatrade off, primary storage a so offers the highest access performance. Primary storage
devices offer continuous service. The devices of primary storage technology include disk storage
and electronic (RAM) storage that uses disk 1/0 channels.

preventive policy
A policy that is executed on a schedule to maintain adequate primary storage.
reactive policy

A policy that responds to a specified trigger event such as volume high water mark reached, user
disk quota exceeded, or volume occupancy full. When atrigger event occurs, the reactive policy
is executed.

READALL privilege

Allows users read and header accessto all files on the system. Refer to the Guideto VMS Sys-
tem Security for more information.

record

A set of related data treated as a unit of information.For example, in MDMS software, each vol-
ume that is added to the MDM S volume database has arecord created that contains information
about the volume.

record length

The length of arecord in bytes. See also blocking factor.
recorded label

The label recorded on the media.
recording format

The unique arrangement of data on a volume according to a predetermined standard. Examples
of recording format are BACKUP, EBCDIC, and ANSI.

robot device

A tape or optical device that provides automatic loading of volumes, such asa TF867 or a
TL820.

save set

A file created by the VM S Backup utility on avolume. When the VM S Backup utility saves
files, it createsafilein BACKUP format called a save set on the specified output volume. A sin-
gle BACKUP save set can contain numerous files. Only BACKUP can interpret save sets and
restore the files stored in the save set.

scratch date

The day on which an allocated volume is scheduled to go into the transition state or the free
state.

server node

The node to which all MDM S database requests are sent to be serviced. In a high-availability
configuration, when the active server node fails, another nodein the OpenVMSCluster[] system
becomes the active server node.
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shelf storage

slot

Shelf storage is storage in which file headers are accessible through the operating system, but
accessing data requires extra intervention.

Shelf storage employs a device to move media between drives and the media storage locations.
Shelf storage is less costly for each megabyte of data stored. Access times for datain shelf stor-
age vary. Accessto data may be nearly instantaneous when a cartridge containing the datais
aready loaded in adrive. Thetime required for robotic device to move to the most distant stor-
agelocation, retrieve acartridge, load it into adrive, and position the media determines the max-
imum access time.

Shelf storage devices include, but are not limited to, automated tape libraries and optical media
jukeboxes.

A vertical storage space for storing a cartridge. The storage racks and cabinets used in data cen-
ters contain multirow slotsthat are labeled to easily locate stored media.

standby server process

state

Any server processthat isnot currently active. The standby server process waits and becomes
active if the active server processfals.

See volume state.

SYSPRYV privilege

The level of privilege required to install the MDM S software and add user names to the system.

tape cartridge

transition

UASCII

unbind

uibD

uIC

unlabeled

A basic unit of media

A volume state. Volumesin the transition state are in the process of being deallocated, but are
not yet fully deallocated. The transition state provides a grace period during which avolume can
be redllocated to the original owner if necessary.

Unlabeled ASCII format. See also ASCII.

The act of unbinding a volume or volumes from a magazine.

A globally unique identifier for this instance of an object.

User identification code. The pair of numbers assigned to users, files, pools, globa sections,
common event flag clusters, and mailboxes. The UIC determines the owner of an object. UIC-
based protection determines the type of access available to the object for its owner, members of
the same UIC group, system accounts, and other (world) users.

A recording format that does not include a recorded label.
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user report

A command file that searches the user history files for information on one or more files and gen-
erates a report.This report will display the volumes that contain copies of a particular file or set
of files.

vault
An off-site storage location to where volumes are transferred for safekeeping.
VMS Backup utility

A VMS Operating System utility that performs save and restore operations on files, directories,
and disks using the BACKUP recording format.

volume

A logical unit of datathat is stored on media. A volume can be stored on a single magnetic tape
or disk, or asin the case of an optical cartridge, can refer to one side of double-sided media. A
volume assigns alogical name to a piece of media, or to a side of double-sided media.

volume-days unit

One volume allocated for one day. MDM S enables you to measure volume usage by using avol-
ume-days unit.

volume ID

The volume identification used to verify that the correct volume has been selected. The volume
label should be the same as the volume ID.

volume label

The external label on a cartridge that identifies it to users. Some volume labels include a
machine readable barcode for use in tape jukeboxes with vision systems.

volume name

An internal, machine-readable name associated with a media object to allow software to verify
the media.

Note: DIGITAL recommends that the volume name and volume label be the same.
volume pool

A pool of volumesin the free state. Those volumes can be allocated by users who have access to
the volume pool. The storage administrator creates and authorizes user access to volume pools.

volume report
A report that displays information about the volumes in the MDM S volume database.
volume set

One or more volumes logically connected in a sequence to form asingle set. Volume sets are
usualy created when a single logical unit of data needs to be stored on more than one physical
medium.

volume state
A volume status flag. In MDM S software, volumes are placed in one of the following states:
* Free
e Allocated

*  Transition
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¢ Down
wildcard character

A nonnumeric or non alphanumeric character such as an asterisk (*) or percent sign (%) that is
used in a file specification to indicate "ALL" for a given field or portion of a field. Wildcard
characters can replace all or part of the file name, file type, directory name, or version humber.
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